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Random variables II Introduction

Introduction

This is the third book of examples from the Theory of Probability. This topic is not my favourite,
however, thanks to my former colleague, Ole Jorsboe, I somehow managed to get an idea of what it is
all about. The way I have treated the topic will often diverge from the more professional treatment.
On the other hand, it will probably also be closer to the way of thinking which is more common among
many readers, because I also had to start from scratch.

The topic itself, Random Variables, is so big that I have felt it necessary to divide it into three books,
of which this is the second one. We shall here continue the study of frequencies and distribution
functions in 1 and 2 dimensions, and consider the correlation coefficient. We consider in particular
the Poisson distribution.

The prerequisites for the topics can e.g. be found in the Ventus: Calculus 2 series, so I shall refer the
reader to these books, concerning e.g. plane integrals.

Unfortunately errors cannot be avoided in a first edition of a work of this type. However, the author
has tried to put them on a minimum, hoping that the reader will meet with sympathy the errors
which do occur in the text.

Leif Mejlbro
26th October 2009

5

Download free eBooks at bookboon.com



Random variables II 1. Some theoretical results

1 Some theoretical results

The abstract (and precise) definition of a random variable X is that X is a real function on 2, where
the triple (2, F, P) is a probability field, such that

{weQ|X(w)<z}eF for every = € R.

This definition leads to the concept of a distribution function for the random variable X, which is the
function F': R — R, which is defined by

F(z) = P{X <z} (= P{lweQ| X(w) <x}),

where the latter expression is the mathematically precise definition which, however, for obvious reasons
everywhere in the following will be replaced by the former expression.

A distribution function for a random variable X has the following properties:

0<F(z)<1 for every x € R.

The function F' is weakly increasing, i.e. F(z) < F(y) for z < y.

lim,— oo F(z) =0 and lim, 400 F(z) = 1.

The function F is continuous from the right, i.e. limj,_ oy F(z + h) = F(x) for every z € R.
One may in some cases be interested in giving a crude description of the behaviour of the distribution

function. We define a median of a random variable X with the distribution function F'(z) as a real
number a = (X) € R, for which

P{X <a} > and P{X >a} >

NSRS
N |

Expressed by means of the distribution function it follows that a € R is a median, if

1

F(Q)Z§

DN | =

and F(a—) = hli%l Fx+h) <

In general we define a p-quantile, p €10, 1[, of the random variable as a number a, € R, for which
P{X <ap}>p and P{X >ap}>1-p,
which can also be expressed by

F(ap)>p and F(ap—) <p.

If the random variable X only has a finite or a countable number of values, x1, z2, ..., we call it
discrete, and we say that X has a discrete distribution.

A very special case occurs when X only has one value. In this case we say that X is causally distributed,
or that X is constant.
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Random variables II 1. Some theoretical results

The random variable X is called continuous, if its distribution function F'(x) can be written as an
integral of the form

F(:c):/f f(w) du, z €R,

where f is a nonnegative integrable function. In this case we also say that X has a continuous
distribution, and the integrand f : R — R is called a frequency of the random variable X .

Let again (Q, F, P) be a given probability field. Let us consider two random variables X and Y, which
are both defined on 2. We may consider the pair (X,Y) as a 2-dimensional random variable, which
implies that we then shall make precise the extensions of the previous concepts for a single random
variable.

We say that the simultaneous distribution, or just the distribution, of (X,Y") is known, if we know
P{(X,Y) € A} for every Borel set A C R?,

When the simultaneous distribution of (X,Y) is known, we define the marginal distributions of X
and Y by

Px(B)=P{X € B} .= P{(X,Y) € BxR}, where B C R is a Borel set,

Py(B)=P{Y € B} := P{(X,Y) e Rx B}, where B C R is a Borel set.

Notice that we can always find the marginal distributions from the simultaneous distribution, while it
is far from always possible to find the simultaneous distribution from the marginal distributions. We
now introduce

www.sylvania.com
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Random variables II 1. Some theoretical results

The simultaneous distribution function of the 2-dimensional random variable (X,Y") is defined as the
function F : R? — R, given by

F(z,y)=P{X <z ANY <y}
We have
o If (x,y) € R? then 0 < F(x,y) < 1.

o If x € R is kept fixed, then F(x,y) is a weakly increasing function in y, which is continuous from
the right and which satisfies the condition lim,_._ F(z,y) = 0.

If y € R is kept fixed, then F(z,y) is a weakly increasing function in z, which is continuous from
the right and which satisfies the condition lim,_, o F(z,y) = 0.

When both z and y tend towards infinity, then

lim F(z,y) =1.

@, y—+o00

If x1, x2, y1, yo € R satisfy z1 < x5 and y; < ys, then
F(z2,y2) — F (21,y2) — F (22,51) + F (21,92) > 0.

Given the simultaneous distribution function F'(z,y) of (X,Y’) we can find the distribution functions
of X and Y by the formulee

Fx(z) = F(z,+00) = ygrfoo F(x,y), for z € R,

Fy(z) = F(+oo,y) = lim F(z,y), foryeR.

The 2-dimensional random variable (X,Y") is called discrete, or that it has a discrete distribution, if
both X and Y are discrete.

The 2-dimensional random variable (X,Y") is called continuous, or we say that it has a continuous
distribution, if there exists a nonnegative integrable function (a frequency) f : R? — R, such that the
distribution function F'(x,y) can be written in the form

F(z,y) = /; {/: ft,u) du} dt, for (z,y) € R

In this case we can find the function f(z,y) at the differentiability points of F(z,y) by the formula

0%F(x,
fla,y) = —%(;yy) :

It should now be obvious why one should know something about the theory of integration in more
variables, cf. e.g. the Ventus: Calculus 2 series.

We note that if f(z,y) is a frequency of the continuous 2-dimensional random variable (X,Y), then X
and Y are both continuous 1-dimensional random variables, and we get their (marginal) frequencies
by

+o00
fx(x) = / f(z,y) dy, for v € R,

—00
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Random variables II 1. Some theoretical results

and

+oo
fy(y) = / f(z,y)dz, for y € R.

— 00

It was mentioned above that one far from always can find the simultaneous distribution function from
the marginal distribution function. It is, however, possible in the case when the two random variables
X and Y are independent.

Let the two random variables X and Y be defined on the same probability field (Q, F, P). We say
that X and Y are independent, if for all pairs of Borel sets A, B C R,

P{Xe€eAANY eB}=P{X e A} - P{Y € B},

which can also be put in the simpler form
F(z,y) = Fx(z) - Fy(y) for every (z,y) € R?.

If X and Y are not independent, then we of course say that they are dependent.

In two special cases we can obtain more information of independent random variables:

If the 2-dimensional random variable (X,Y) is discrete, then X and Y are independent, if
hij = fi-g; for every i and j.

Here, f; denotes the probabilities of X, and g; the probabilities of Y.

If the 2-dimensional random variable (X,Y) is continuous, then X and Y are independent, if their
frequencies satisfy

flzy) = fx(z) - fy(y) almost everywhere.

The concept “almost everywhere” is rarely given a precise definition in books on applied mathematics.
Roughly speaking it means that the relation above holds outside a set in R? of area zero, a so-called
null set. The common examples of null sets are either finite or countable sets. There exists, however,
also non-countable null sets. Simple examples are graphs of any (piecewise) C'l-curve.

Concerning maps of random variables we have the following very important results,

Theorem 1.1 Let X and Y be independent random variables. Let ¢ : R — R and ¥ : R — R be
given functions. Then p(X) and Y(Y') are again independent random variables.

If X is a continuous random variable of the frequency I, then we have the following important theorem,
where it should be pointed out that one always shall check all assumptions in order to be able to
conclude that the result holds:
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Random variables II 1. Some theoretical results

Theorem 1.2 Given a continuous random variable X of frequency f.
1) Let I be an open interval, such that P{X € I} = 1.
2) Let 7 : I — J be a bijective map of I onto an open interval J.

3) Furthermore, assume that 7 is differentiable with a continuous derivative 7/, which satisfies

') #£0  forallex € l.

Under the assumptions above Y := 7(X) is also a continuous random variable, and its frequency g(y)
s given by

)], fory e J,

0, otherwise.

We note that if just one of the assumptions above is mot fulfilled, then we shall instead find the
distribution function G(y) of Y := 7(X) by the general formula

G(y) = P{r(X) €] oo, yl} = P{X € 7°7'(] = o0, y])} ,

1

where 7°~1 = 77! denotes the inverse set map.

Note also that if the assumptions of the theorem are all satisfied, then 7 is necessarily monotone.

At a first glance it may be strange that we at this early stage introduce 2-dimensional random variables.
The reason is that by applying the simultaneous distribution for (X,Y") it is fairly easy to define the
elementary operations of calculus between X and Y. Thus we have the following general result for a
continuous 2-dimensional random variable.

Theorem 1.3 Let (X,Y) be a continuous random variable of the frequency h(z,y).

The frequency of the sum X +Y is k1(z) = fjof h(z,z — ) dz.
The frequency of the difference X —Y 1is ka(z) = fj;f hz,z — z)dx.

. +oo z 1
The frequency of the product X - Y 1is ks(z) = ["_h (m, ;) . Tl dz.
The frequency of the quotient X/Y is ky(2) = fjooj h(zz, x) - |z|dz.

Notice that one must be very careful by computing the product and the quotient, because the corre-
sponding integrals are improper.

If we furthermore assume that X and Y are independent, and f(x) is a frequency of X, and ¢(y) is a
frequency of Y, then we get an even better result:
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1. Some theoretical results

Theorem 1.4 Let X and Y be continuous and independent random variables with the frequencies

f(x) and g(y), resp..

The frequency of the sum X +Y 1is

The frequency of the difference X —Y is

The frequency of the product X -Y 1is

The frequency of the quotient X/Y is

ka(2) = [ f(@)g(w — =) da.

1
- —dx.
||

ka(2) = [ F@)g (5)

T

ko = [13 f(za)g(x) - |2] da.

Let X and Y be independent random variables with the distribution functions Fx and Fy, resp.. We
introduce two random variables by

U :=max{X,Y} and V :i=min{X,Y},
the distribution functions of which are denoted by Fy and Fy, resp.. Then these are given by
Fy(u) = Fx(u) - Fy (u) for u € R,
and
Fy(v)=1—(1-Fx(v))-(1 - Fy(v)) for v € R.

These formulee are general, provided only that X and Y are independent.

360°
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Random variables II 1. Some theoretical results

If X and Y are continuous and independent, then the frequencies of U and V' are given by
fu(u) = Fx(u) - fy(u) + fx(u) - Fy(u),  foru€R,
and
fr(v) =1 —Fx(v)) - fy(v) + fx(v) - (1 = Fy(v)), for v € R,
where we note that we shall apply both the frequencies and the distribution functions of X and Y.

The results above can also be extended to bijective maps ¢ = (@1, 2) : R? — R?, or subsets of R?.
We shall need the Jacobian of ¢, introduced in e.g. the Ventus: Calculus 2 series.

It is important here to define the notation and the variables in the most convenient way. We start
by assuming that D is an open domain in the (21 z3) plane, and that D is an open domain in the
(y1, y2) plane. Then let ¢ = (@1, @2) be a bijective map of D onto D with the inverse 7 = ¢!, i.e.
the opposite of what one probably would expect: N

e=(p1,¢2):D—D,  with (z1,22) =9y, y2)-

The corresponding Jacobian is defined by

91 Opa
J _ 8(1'1 , x2) _ ayl 51/1
R T
oy1 0y2

where the independent variables (yi, y2) are in the “denominators”. Then recall the Theorem of
transform of plane integrals, cf. e.g. the Ventus: Calculus 2 series: If h : D — R is an integrable
function, where D C R? is given as above, then for every (measurable) subset A C D,

a((L‘l,xg)
h(xy, x9) dridry = h(x1, z3) | ——=
[ e desdes = [ o) Kiwrs

dy1dys.

Of course, this formula is not mathematically correct; but it shows intuitively what is going on:
Roughly speaking we “delete the y-s”. The correct mathematical formula is of course the well-known

/ h(z1, x2) deidey = / (o1 (Y1, y2) 5 w2 (Y1, y2)) - ‘Jw (y1, y2)‘ dydys,
A p=1(A) .

although experience shows that it in practice is more confusing then helping the reader.
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Random variables II 1. Some theoretical results

Theorem 1.5 Let (X1, X2) be a continuous 2-dimensional random variable with the frequency h (z1, z2).
Let D CR? be an open domain, such that

P{(X,, X2) e D} =1.

Let 7 : D — D bea bijective map of D onto another open domain D, and let p = (1, p2) =

771, where we assume that v, and 2 _have continuous partial derivatives and that the corresponding
Jacobian is different from 0 in all of D.

Then the 2-dimensional random variable
(Y1, Ys) =7(X1, Xo) = (1 (X1, X2) , 2 (X1, X2))
has the frequency k (y1, y2), given by

0 (1, x2)
8(y1 ) yQ)

3 fOT’ (y17y2)6D7

h(e1(y1s y2) 5 w2 (Y1, y2)) - ’
k(yi,y2) =

0, otherwise

We have previously introduced the concept conditional probability. We shall now introduce a similar
concept, namely the conditional distribution.

If X and Y are discrete, we define the conditional distribution of X for given Y = y; by

P{X=x|Y =y} = = —,
{ ¢ o} PLY =y;} 9j
It follows that for fixed j we have that P{X =z, | Y =y;} indeed is a distribution. We note in
particular that we have the law of the total probability

P{X:xi}:ZP{X:mi|Y:yj}~P{Y:yj}.

Analogously we define for two continuous random variables X and Y the conditional distribution
function of X for given Y =y by

JE o flu,y) du
fy(y) ’

Note that the conditional distribution function is not defined at points in which fy (y) = 0.

P{X<z|Y=y}= forudsat, at fy (y) > 0.

The corresponding frequency is

provided that fy (y) = 0.

We shall use the convention that “0 times undefined = 0”. Then we get the Law of total probability,

+o0 +too
/ fx ) fy(y)dy = / Fa,y)dy = fx (o).

— 00 —0o0

We now introduce the mean, or expectation of a random variable, provided that it exists.
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Random variables II 1. Some theoretical results

1) Let X be a discrete random variable with the possible values {z;} and the corresponding proba-
bilities p; = P {X = z;}. The mean, or expectation, of X is defined by

E{X}:= Zﬂfz‘pz’,

provided that the series is absolutely convergent. If this is not the case, the mean does not exists.

2) Let X be a continuous random variable with the frequency f(x). We define the mean, or expectation
of X by

+o00
BIX) = [ of@)dn

— 0o

provided that the integral is absolutely convergent. If this is not the case, the mean does not exist.

If the random variable X only has nonnegative values, i.e. the image of X is contained in [0, +o00],
and the mean exists, then the mean is given by

E{X}= /O+OO P{X > z}dx.

Concerning maps of random variables, means are transformed according to the theorem below, pro-
vided that the given expressions are absolutely convergent.

Theorem 1.6 Let the random variable Y = ¢(X) be a function of X.
1) If X is a discrete random variable with the possible values {x;} of corresponding probabilities

p; = P{X = x;}, then the mean of Y = p(X) is given by
E{p(X)} =) ¢ (z:)pi,

provided that the series is absolutely convergent.
2) If X is a continuous random variable with the frequency f(x), then the mean of Y = o(X) is
given by
+oo

E{p(X)} = / (@) g(z) dz,

—00

provided that the integral is absolutely convergent.

Assume that X is a random variable of mean p. We add the following concepts, where k € N:

The k-th moment, E {X”“} .

The k-th absolute moment, E{|X|*}.

The k-th central moment, E{(X —p)k}.

The k-th absolute central moment, E{|X —pl*}.

The variance, i.e. the second central moment, VIX}=E{(X —p)?},
14
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Random variables II 1. Some theoretical results

provided that the defining series or integrals are absolutely convergent. In particular, the variance is
very important. We mention

Theorem 1.7 Let X be a random variable of mean E{X} = p and variance V{X}. Then

E{(X —¢)?} =V{X}+ (u—c)? Jor every ¢ € R,
V{X}=E{X?} - (B{X})? for =0,

E{aX +b}=aFE{X}+b for every a, b € R,
V{aX +b} = a®>V{X} for every a, b € R.

It is not always an easy task to compute the distribution function of a random variable. We have the
following result which gives an estimate of the probability that a random variable X differs more than
some given a > 0 from the mean E{X}.

Theorem 1.8 (Cebyéev’s inequality). If the random variable X has the mean p and the variance
o2, then we have for every a > 0,
o2
P{IX —pl 2 a} < —.

If we here put a = ko, we get the equivalent statement

1
P{,u—ka<X<,u—|—kU}21—ﬁ.
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Random variables II 1. Some theoretical results

These concepts are then generalized to 2-dimensional random variables. Thus,
Theorem 1.9 Let Z = p(X,Y) be a function of the 2-dimensional random variable (X,Y).
1) If (X,Y) is discrete, then the mean of Z = ¢(X,Y) is given by

B{o(X,Y)} =) @i, y)  P{X =2 AY =y},

4]
provided that the series is absolutely convergent.

2) If (X,Y) is continuous, then the mean of Z = p(X,Y) is given by

E{p(X,Y)} = /R2 o(z,y) f(x,y) dzdy,

provided that the integral is absolutely convergent.
It is easily proved that if (X,Y") is a 2-dimensional random variable, and ¢(z,y) = ¢1(z) + @2(y),
then

E{p1(X) +02(Y)} = E{p1(X)} + E{p2(Y)},
provided that E {1(X)} and E {2(Y)} exists. In particular,

B{X +Y} = B{X} + B{Y}.

If we furthermore assume that X and Y are independent and choose ¢(z,y) = ¢1(x) - ¢2(y), then also

E{p1(X) - 02(Y)} = E{pi(X)} - E{pa(Y)},

provided that F {p1(X)} and E {¢2(Y)} exists. In particular we get under the assumptions above
that

B{X .Y} = B{X} E{v},
and
E{(X - E{X})- (Y - E{Y})} =0.

These formule are easily generalized to n random variables. We have e.g.

E {ZX} => E{Xi},
i=1 i=1
provided that all means F {X;} exist.

If two random variables X and Y are not independent, we shall find a measure of how much they
“depend” on each other. This measure is described by the correlation, which we now introduce.

Consider a 2-dimensional random variable (X,Y"), where

B{X} = pux, B{Y} = uy, V{X}=0% >0, V{Y} =0} >0,

16
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Random variables II 1. Some theoretical results

all exist. We define the covariance between X and Y, denoted by Cov(X,Y), as
Cov(X,Y) = E{(X — px) - (Y — iy}
We define the correlation between X and Y, denoted by o(X,Y), as

o(X,v) = SVEY)

ox 0y

Theorem 1.10 Let X and Y be two random variables, where
B{X}=pux, E{Y}=py, V{X}=0%x>0, V{Y}=o0y>0,
all exist. Then
Cov(X,Y) =0, if X and Y are independent,

Cov(X,Y)=FE{X-Y} - E{X} - E{Y},

|Cov(X,Y)| <ox -0y,

Cov(X,Y) = Cov(Y, X),

VIX+Y} =V{X}+V{Y}+2Cov(X,Y),
VIX+Y}=V{X}+V{Y}, if X andY are independent,
o(X,Y) =0, if X andY are independent,

o X, X) =1, o(X,-X) = -1, lo(X,Y)| < 1.
Let Z be another random variable, for which the mean and the variance both exist- Then
Cov(aX +bY,Z) =aCov(X,Z)+bCov(Y, Z), for every a, b € R,
and if U =aX +band V =cY 4+ d, where a > 0 and ¢ > 0, then
o(U, V) =p(aX +b,cY +d) = o(X,Y).

Two independent random variables are always non-correlated, while two non-correlated random vari-
ables are not necessarily independent.

By the obvious generalization,

V{iXZ} ziV{Xi}—i—QiiCov(Xi,Xj).

j=2i=1

If all X1, X, ..., X,, are independent of each other, this is of course reduced to
v {ZXZ} => V{Xi}.
i=1 i=1

Finally we mention the various types of convergence which are natural in connection with sequences
of random variables. We consider a sequence X, of random variables, defined on the same probability
field (Q, F, P).

17
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Random variables II 1. Some theoretical results

1) We say that X,, converges in probability towards a random variable X on the probability field
(Q,F,P),if

P{X,—X|>e}—0 for n — +o0,
for every fixed € > 0.
2) We say that X,, converges in probability towards a constant ¢, if every fixed € > 0,

P{|X,—¢c>e}—0 for n — +o0.

3) If each X, has the distribution function F,, and X has the distribution function F', we say that
the sequence X,, of random variables converges in distribution towards X, if at every point of
continuity x of F(x),

lim F,(z) = F(x).

n—-+4oo

Finally, we mention the following theorems which are connected with these concepts of convergence.
The first one resembles Cebysev’s inequality.

Theorem 1.11 (The weak law of large numbers). Let X,, be a sequence of independent random
variables, all defined on (Q, F, P), and assume that they all have the same mean and variance,

E{X;}=pn and Vi{X;} =%

Then for every fived € > 0,
N
s o

A slightly different version of the weak law of large numbers is the following

>5}—>0 for n — +oo0.

Theorem 1.12 If X,, is a sequence of independent identical distributed random variables, defined
on (Q,F,P) where E{X;} = p, (notice that we do not assume the existence of the variance), then
for every fized e > 0,

1 n
P{E;Xi—u

We have concerning convergence in distribution,

25}—>0 forn — +oo.

Theorem 1.13 (Helly-Bray’s lemma). Assume that the sequence X,, of random variables con-
verges in distribution towards the random variable X, and assume that there are real constants a and
b, such that

Pla<X,<b}=1 for every n € N.

If ¢ is a continuous function on the interval [a,b], then
Jm E{p(Xa)} = E{e(X)}.

In particular,

lim E{X,} and lim V{X,}=V{X}.

n—-+4oo n—-+o0o
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Random variables II 1. Some theoretical results

Finally, the following theorem gives us the relationship between the two concepts of convergence:

Theorem 1.14 1) If X,, converges in probability towards X, then X,, also converges in distribution
towards X .

2) If X,, converges in distribution towards a constant ¢, then X,, also converges in probability towards
the constant c.

oo The Graduate Programme
I ]OlﬂEd MITAS because_ . for Engineers and Geoscientists
I wanted real responsibility www.discovermitas.com

I was a construction

SUpPEervisor in

the North Sea
advising and

e helping foremen

i solve problems

MAERSK

19

Click on the ad to read more

Download free eBooks at bookboon.com



http://s.bookboon.com/mitas

Random variables 11 2. Law of the total probability

2 Law of total probability

Example 2.1 Given a countable number of boxes: Uy, Us, ..., U,, .... Let box number n contain
n slips of paper with the numbers 1, 2, ..., n. We choose at random with probability p, the box Uy,
and from this box we choose randomly one of the slips of paper. Let X denote the random variable,
which indicates the number of the chosen box, and let Y denote the random variable, which gives the
number on the chosen slip of paper.

1) Find the distribution of the random variable Y .

2) Prove that the mean E{Y} exists if and only if the mean E{X} exists. When both these means
exist one shall express E{Y'} by means of E{X}.

3) Assume that p, = pq"~', where p >0, ¢ >0 and p+q=1. Find
P{Y =1}.

1) It is given that

j{:pn =1, Pn =0
n=1
and
P{X = b} = pn, n €N,
and
1
) k= 17 . » 1,
PlY=k|X=n}={ "
0, otherwise.

When we apply the law of total probability, it follows for any k£ € N that

P{Y =k}

iP{Y:mX:n}-P{X:n}:iP{Y:MX:n}.P{X:n}

n=1 n=~k
— 1
= D e
n
n=~k
2) Assume that E{Y} exists. Since all terms are > 0, we can interchange the summations,

E{Y} = kP{Y—k} ZZ_ pn*zzk Z

k=1n=~k n=1k=1
1 — 1
= §Zn+1pn— ann—k an—2—|— E{X}.

If on the other hand E{X} exists, then we can reverse all computations above and conclude that
E{Y} exists. In fact, every term is > 0, so the summations can be interchanged, which gives

nn+1)—

3 IH
MIH

E{Y} == (1+ E{X}).

N =
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3) If p, = pg"~1, it follows from (1) that

P =1 =3 Lo =2 Y L =P = 12w (1)),

n=1 n=1 1- p p

Example 2.2 Throw once an (honest) dice and let the random variable N denote the number given
by the dice.

Then flip a coin N times, where N is the random wvariable above, and let X denote the number of
heads in these throws.

1) Find P{IX =0 A N =i} fori=1, 2, 3, 4, 5, 6.
2) Find P{X = 0}.
3) Find the mean E{X}.

1) If N =4, then X = 0 means that we get tails ¢ times, thus

1
P{X=0AN=i}= <§> i=1,2,3,4,5,6.

2) By the law of total probability,

P{X:o}zﬁjp{xzoAN:i}-P{Nzi}zﬁj(%> %:%(1 1)22

S 26) 7 128"
3) We get for j € {1,...,i}, i € {1,...,6},

s (5) (0 () -())

hence

P{X:j}:zﬁ:P{X:j/\N:z’}-P{N:i}:éi( ; ) (%)

i=j =]

Then by interchanging the order of summation,

B{x} = ;jP{Xﬂ}Z;%Z(;)G)i:%.
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Example 2.3 A box contains N balls with the numbers 1, 2, ..., N. Choose at random a ball from

the box and note its number X, without returning it to the box. Then select another ball and note its
number Y .

1) Find the distribution of the 2-dimensional random variable (X,Y).

2) Find the distribution of the random variable Z = | X —Y|.

1) It is obvious that

1
R for k,n € {1,...,N} and k # n,
N(N -1
PUXY) = (km)p =4 NV D
0 otherwise.
2) Since X # Y, the random variable Z = |X — Y| can only attain the values 1, 2, ..., N — 1. If

ne{l,2,...,N —1}, then

P{Z =n}

P{X -Y|=n}=P{X—-Y =n}+P{Y - X =n}

B N
= Y P{X,)Y)=(n+kk}+) P{X,)Y)=(kn+k)}

k=1 k=1
3 = N—n
= 2 P{X,Y)= —9 PIX.Y) = _g N-m
2 {(X,Y) = (k,n+k)} ; {06Y) = (b4 b} =2 s
CONTROL. It follows that
N-1 N-1 N-1
N —n 2 2 1
PZ: = 2. f— - _ - .= N_lNzl.
; = nz::l N(N-1)  NN-1) &~="" NN-1) 2 )
22
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3 Correlation coefficient and skewness
Example 3.1 A random variable X has its distribution given by
1
P{X=i}=— i =1,2,3,... 100.
{ i} 100’ i ,2,3,...,98,99,100

Two random variables Y and Z depend on X, such that

1, if X can be divided by at least one of the numbers 2 or 3,

Y —
0, otherwise,
and
1, if X can be divided by 3,
Z =
0, otherwise.

Compute the correlation coefficient o(Y, Z).

13
- |
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Random variables II 2. Law of the total probability

We shall find
Cov(Y, 2)

Y, Z) =
oY, Z) g

where
Cov(Y,Z)=E{YZ} — E{Y}E{Z},
and
o} =V{Y} and o3 =V{Z}
The distribution functions of Y and Z are found by simply counting,

P{Y =1} = P{X even}+ P{X odd, and X is divisible by 3}

50 17
50 17 67
- P{X =2 P{X=6n-3)= > 4+ - 2L
nz::l{ ”}Jrn;{ n=3} =100 100 = 100
and

33 33

P{Z =1} = P{X is divisible by 3} = S P{X = 3n} =

{ } {X is divisible by 3} Z { n} 100

n=1

Since Y and Z can only have the values 0 and 1 (where 02 = 0 and 12 = 1), we get

E{Y*} =E{Y}= Zi(Q)P{Y =i} =P{Y =1} = %,

and
2 ~ () . 33
E{Z’} =E{z} =) i P{Z:Z}ZP{Zzl}Zmy
=0
hence
67 67 \> 67 33
At =viv)y =B () - 0 = 5~ (56) = 0 100
and
33 33\% 33 67
A= viz)=B{Z} - (B2 = 55 - (i) = oo g
whence
o= ST 33 B 6T 3 61
127V 100 100 100 100~ 100 100"
Finally,
1 1
E{yzy = Y Y ijP{Y=iANZ=j}=P{Y=1AZ=1}
i=0 j=0
o 33
= P{X is divisible by 3} = P{Z =1} = 100 = E{Z},
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SO

Cov(Y, Z) = BAY Z} — B{Y}B{Z} = ~> (1

67 332
100

100/ T 1002

We derive that the correlation coefficient is

2
Cov(v.z) 3
oY, 2) = oroe 67 .33 g7
192 100 ~ 100

Example 3.2 Let X denote a random variable, for which E{X} = pu, V{X} = ¢* and E {X?3} all
exist.

1. Prove the formula
E{(X —p)?} = E{X3} — 1 (30% + u?).

When V{X} is bigger than 0, we define the skewness (asymmetry) of the distribution by the number
Y(X), given by

_ B{xX -}

o3

¥(X)

| =

)

| =

A random variable X has the possible values 0, 1, 2, of the corresponding probabilities p,

1
where 0 < p < 3

2. Find the number v(X) of this distribution.

3. Find the values of p, for which v(X) = 0.

1
4. Find v(X) forp= 3

1) The claim is proved in the continuous case. The proof in the discrete case is analogous. A
straightforward computation gives

B{X -} = [ owti@de= [ (e -3 43— ) f0) do

— 0o

- /OO :zzsf(x)dxfu/jo {322 — 3ux + p?} f(z) da

= E{X?’}—u/ {32® — 6px + 3p” + 3px — 24} f () dz

= E{XS}—B,U/ (ac—,u)Qf(x)dx—?»,uQ/oo xf(x)dx—FQ,uS/ f(z)dz

—o0 — —o0

= E{X?}—3uc® —2p°pu+2p® = E{X?} — pu (307 + 1) .

o0
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ALTERNATIVELY, apply the following direct proof (all cases),

E{(X—p)?’} = E{X’-3uX*+3p°X -’} = E{X’} - 3uE{X*} + 3> E{X} — 1/°
E{X?} = 3u[E{X?} — (E{X})?] - 3u (BE{X})* +3u° — i
= E{XB}—3,uc72—3,uB+3ug—,u3
= E{X’}—pu(30”+ 7).
2) If
P{X =0} =p, P{X:l}:% og P{X:Z}:%—p,

1
where 0 < p < 3 then

2
1 1 3
—E{X =N iP{X=il=0-p+1-—4+2(=—p|=2—-2
pn=E{X} ;:Ol{ it=0-p+ 5+ (2 p) 5~ 2P

and

2
E{XQ}:ZﬁP{X:i}zo-pH-%+4(1—p) :§—4p,

; 2 2
=0
hence
2
5 3 5 9
o> = E{X?}—(B{X})*= 54— (5—2;9) =5 - (Z—6p+4p2)
1 , 1 ) 1
_ = _ i — > ).
4+2p 4p 4{1+8p 16p*} <4)
Finally,

2
1 1 9
E{X3 = BP{X =i}l=0- 1.-48(=—pl=2_38
X7} ;ZOZ {X=i}=0-p+1.5+ (2 p) 5~ 8P,

thus

E{(X — )’}

2
E{X3}—M(302—|—u2)=g—8p— (g—2p> <Z+6p—12p2+ [2—24 >

9 3 3 , 9 ,

= 3 8p <2 2p> (4+6p 12p +4 6p+4p)
9 3 9 9

= 2 g (-2 ) =2 —8p {12 — 16p°
5 —8p (2 p) (3 —8p?) 5~ 8p {2 p” — 6p + Gp}
9
2

I

|

>
=
N
=

I oo
N
~_
N
|
NSRS
~_
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This implies that

R T
ol = o3 B (1+8p—16p2)3/2 N {2—(4p—1)2}3/2 )

| =

3) It follows immediately that v(X) =0 for p =0,

1
4) Ifp= oy then

1/1 1 1 1
8 8 4 ~
— — 3 - ~ —0.324.
1
4
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Random variables 11 2. Law of the total probability

Example 3.3 Given for any n € N a random variable X,, of the frequency

1 n.n—1_,—ax
—(n_l)!ax e, x> 0,

0, otherwise,

where a 1s a positive constant.
Compute the skewness v (X,,), and show that v (X,) — 0 for n — oo.

According to Example 3.2 the skewness v (X,) is defined by

E {(Xn - Nn)3}

3
On

¥ (Xn) =

where
E {(Xn - Mn)g} =FE {Xfi} — Hn (30}% + M?x) .

By some small computations,

n=F{X,} = ne=at go. . tn_ldt=7:—7
a {Xn} (n—l)!/o e * a(n—l)!/o ¢ aln—1)! a
and
" > _ +1)! n(n+1)
E{Xx? - nt+lo—az g (n _
X (nf1)1/0 1) az
hence
+1) n? n
2 _pIx2\ _(E(X 2_nn+l) n°_n
Un { n} ( { ’ﬂ}) an a2 a27
and
3 a" > n+2 _—ax (TL—|—2)' n(n+1)(n+2)
E{Xn}: — '/ $+6 dr = 3 — ': 3 ,
(n—=1)!Jo a?(n —1)! a
whence
2
E{(X,— )’} = E{X3)} -y (302 +2) = "t Dt o [3n 0
" " " a® a a?  a?
2
= :—3{n2+3n+2—3n—n2}:a—z.
The skewness is
E{(X"_“”)S} on  a® 2
’Y(Xn): o3 :a3'miﬁﬂo for n — oo.
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Random variables 11 2. Law of the total probability

Example 3.4 Assume that the 2-dimensional random variable (X,Y') has the frequency

2
—, O<y<z<A,
A2
flz,y) =
0, otherwise,

where A is a positive constant.

1) Find the frequencies of X and Y.
2) Find the means of X and Y.

3) Find the variances of X and Y.

4) Compute the correlation coefficient g between X and Y, and prove that it does not depend on A.

0.8

0.6

0.4

0.2

Figure 1: The domain where f(z,y) > 0 for A = 1.

1) If z €]0, A[, then

2 2
fx(x) = /0 yE dy = A—:Z, and fx(z) = 0 otherwise.
If y €]0, A[, then

A
2 2(A — 2 2 .
fr(y) = Vel dr = (sz) =1 —‘Z, og fy(y) =0 otherwise.

Y

2) The means are

A 2

2z 2
E{X =[] Z_ dz=%4
{x} /OAzdar 34

and

A 2y 2y2 y2 2y3 A 1
By = {z‘ﬁ}d@f— [Z‘§EL —34
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3) It follows from

Ao.3 4 74 2
2x T A
E{X?\ = 2 dr= || =
{x°} /0 A2 dx [2A2:|0 2
that

V{X}=E{X?} - (E{X})? = % - SAQ = %.

It follows from

A 2 3 3 4 74 2

2y 2y 2y y 2 1 A

2 = _ = _ = —_ — = 2: _—
E{Y}_/O {A A2}dy [3A 2A2L (3 2>A 6

that

vivy =By} - By = -5 =T

4) First compute

E{XY}

2 4 * 2 (A Tay2]”
zy f(z,y da:dyz—/ {/ yxdy}da::—/ [—} dx
//IR? (=v) A2 Jo 0 A% Jy 2 |,
1 A

A?
= @ — 3 = —
= 2/Oxdm i
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Random variables II

Then by insertion,

A2 2

Cov(X,Y) = E{XY} ~ B{X} - E{Y} = - — S A

3

Finally, we obtain

Cov(X,Y) =A% 1
o(X,Y) = =T A2
OX 0y is

which is independent of A.

1

3

=

1

4

2
9

)4

2. Law of the total probability

2 _ A
36"

Example 3.5 Consider a 2-dimensional random variable (X,Y), which in the parallelogram given by

the inequalities
0<z<1 and r<y<z+1

has the frequency

flew) =2 (@ +y)

while the frequency is equal to 0 anywhere else in the (x,y) plane.

1) Find the frequencies of the de random variables X and Y.

2) Find the means of each of the random variables X and Y .

3) Find the covariance Cov(X,Y).

07703 04 06 08 1

1) When z €]0, 1], it follows by a vertical integration that

fx(z) =

r+1
/ (z+y)dy =

[SCRN V)

@+ =5

W=

31
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Random variables II 2. Law of the total probability

thus

4 1
§$+§, xE]O,l[,
fx(x) =

0, otherwise.

If y ¢]0,2[, then fy(y) =0.
If y €]0, 1], then by a horizontal integration,

[(x+9)])_, = % {@y)? -y} =9>

wl

9 [V
fr(o) =3 [ (@t y)do=

0
If y €]1, 2], it follows again by a horizontal integration that

1

frly) = g/_l(fc+y)dy=§ [(w+y)2]i:y_1Z%{(y+1)2—(2y—1)2}

1
= g{y2+2y+1—4y2—|—4y—1}:2y—y2,

hence
Y%, y €]0,1],
=9 y-y*=1-(y—17° yelL2
0, otherwise.

2) The means are

and
1 2 1 2 1,12
E{Y} = /ygdyz/ {2y2—y3}dy=1+[§y3—1y4}
0 1 1
_ 1,16 16 2 1 1 2 1 7
473 4 374 3 "2 372 6
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3) We first compute

E{XY} =

8

<
o

_|_

2 {(z+1)*—2°} + % {(z+1)% - a??’}] dx

o= NI N

1
x2(2x+1)+§x(3w2+3x+1)}d9§

1 1
$3+§x2+x3+m2+§x}d$

WIN WIN WD W W wiN

=
— T T N

Then by insertion,

Cov(X,Y) = B{XY} — E{X}E{Y} = g - % - g . g . (1 11)

2. Law of the total probability

Example 3.6 Consider a 2-dimensional random variable (X,Y'), which in the first quadrant has the

frequency
a

h(z,y) = M—+y)5a

while the frequency is equal to 0 anywhere else in the (x,y) plane.

1) Find the constant a.

2) Find the distribution function and the frequency of random variable Z = X +Y.

3) Find the mean E{Z} and the variance V{Z}.

1) When we integrate over the first quadrant we obtain

1 = / / h(x,y)dxdy:a/ / (1+xz+y)°dedy
o Jo o Jo
oo )

from which we conclude that a = 12. Hence the frequency is

12
m for:L‘>0andy>07
€T
hz.y) = !
0 otherwise.
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Random variables 11 2. Law of the total probability

2) The frequency of Z = X +Y for z > 0 is given by

o z z 12 12
fz(z):/_ooh<x’2_x)dx:/o h(x,z—x)de/O (1+w+z—$)5dx: (1"'2)57

1.€.

12z
— for z > 0,
fz(2) = { (1+2)5

0 otherwise.

The distribution function is Fz(z) = 0 for z < 0.
If z > 0, then

Fp(2) = /Ozfz(t)dtz12/:t+1_1dt:/oz{12(t+1)_4—12(t+1)_5}dt

(t+1)5
_ _41% 4 3 4z+1
= [-4@t+1)3+3(t+1) 4]0:1—(Z+1)3+(Z+1)4: "Gt

Summing up we get

4z +1
{1 2 for z > 0,

(z+1)%

0 for z < 0.
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3) The mean is

o 19:2 o2 40s 11 -2:—241
E{Z} = / 7Zdz:12/ Frlet oot
o (1 1)p ; 1 1)

— /OO {12(z+ 1) —24(2 + 1) * + 12(2 + 1)} dz
0

= [-6(z+1)+8(z+1)*=3(z+1)""] =6-8+3=1

We get in the same way,

[e%s) 3 oo 3 2 _ 2 _
B{z?) - / (122 )5:12/ (2°+32°+32+1)— (3224 62+ 3)+ (34 32) 1dz
0 0

Grir s
= [ 12 4 0 =30+ ) 30+ ) 12 1))
= [i12(2 +1) 7 18z +1) 2 =122+ 1)+ 3(2 + 1)74]80
12-184+12—3=3.
Then finally,

V{Z}y=E{Z*} - (B{Z})*=3-1=2.

Example 3.7 A 2-dimensional random variable (X,Y) has the frequency

1
5 z3 e~ # (D) forz >0 andy >0,
h(z,y) =

0 otherwise.

1) Find the frequencies of X and Y.
2) Find o(X,Y).

1) If > 0, then

1 o 1
27 2

and if y > 0, then

L R 1 1 /OO 3t 3
— T’ e T dl’:—~ t [ dt: 9
frw) 2/0 2 D s PESE

hence, by summing up,

1
3 x2e® for x > 0,

fx(z) =

0 for x <0,
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and
3
—_— for y > 0,
fr(y) = -+ 11
0 otherwise.

2) Then we get

1 [ !
E{X}ZE/O x3e_“3dx:3§=3,
and
1 [ 4!
E{XQ}:§/O x4e_””dx:§:12,
hence

VI{X}=E{X*} - (E{X})*=12-3*=3.

Analogously we obtain

E{Y}?’/om%dyg/om{mlm - <y+11>4} df"?’(;%) -5

and

2 42 +1—2y—2+1
E{Y2}:3/y+y+ i/ +dy
0 (y+1)

SR AR e e R e E AL GRS B

so the variance of Y is

1 3
V{Y}=E{Y?} — (BE{Y})*=1- 11
Finally,
o0 o0 o0 1 oo
E{XY} = / (/ 5 ztye vl dy) dz :/ 51’46730 {/ ye Y dy} dx
0 0 0 0
1 .
= / —z%e % dr = 1.
O 2
hence

Cov(X,Y) = B{XY}— E{X} - BE{Y}=1-3. % _ 7%,

and the correlation coefficient is

. Cov(X,Y) -5 1
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Example 3.8 Let X1 and X2 be independent, identically distributed random variables of the frequency

1 T
exp (——) , x>0,
flay =4 VEmeooh 2
0, z < 0.
X
1) Find the frequency of Y = Xl
2

2) Check if E{Y} exists, and if so, find E{Y}.

X
1) Let fy(y) be the frequency of Y = Yl Then

2
/ fyz) f(z) |z| da.

Clearly, fy(y) =0 for y <0.

If y > 0, then

frly) = / \/ﬁ (_y?) Nore exp(—g)kc\dx

( y+1 )d 1 2 1 1 1
= I‘ —_ — . . _7
27r\/_ 27r\/_ y+1 7 y+1 VY
hence

1 1
C— for y > 0,

fr(y) = yt1 ﬁ

0 for y < 0.

3 |

2) Since fy(y) # 0 is equivalent to y > 0 and fy(y) > 0, the integrand satisfies y fy-(y) > 0, hence
the check of the existence is reduced to check the convergence for A — oo of

4 1 A 1 1 [Ay+1-1 1
/Ony/y)dy = ;/0 %.ﬁdy:;/o ny\/—gdy
1[4 1 /41 1
S A LAy e R L
~ Vil — 2 [Arctan V7
A—%Arctan\/z

™

2
Since —— Arctan VA — —
T

not exist.

2
: g =—1and — \/Z — oo for A — oo, we conclude that F{Y} does

3w

1 1
ALTERNATIVELY, it follows that the integrand ——— - — and since fo \/_ dy is divergent,
Y

+1¢_ J_

I Y dy is also divergent, and the mean E{Y} does not exist. ¢

°y+1¢‘
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Example 3.9 A 2-dimensional random variable (X,Y) has in the first quadrant the frequency
1 ~(a+y)
h(ﬂc,y):§(x+y)e vl

while the frequency is 0 everywhere else in the (x,y) plane.

1) Find the frequencies of X andY.

2) Find frequency of Z =X +Y.

3) Find the mean and the variance of the random variable Z.

4) Find the correlation coefficient o(X,Y).

1) If z > 0, then

1 o0 o0 o0
fx(x) = 5/ (x+y)e V) dy = xe‘x/ e_ydy—l——/ ye Ydy
0 0
I D B .
= e +26 —2($+1)€ .

Excellent Economics and Business programmes at:

E;y university of
gﬁ}ﬁf / groningen

] . .
“The perfect start
of a successful,

'- . international career’
‘- >

%™ to discover why both socially
and academically the University

of Groningen is one of the best
places for a student to be

)
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Random variables II

By the symmetry,

1 "

5(!L‘+1)6_“L, x>0,
fx(z) =

0, z <0,
and

1

§(y+1)€ yv y>0a
fr(z) =

2) If z > 0, then Z = X +Y has the frequency

z Zl 1
fz(z):/ h(m,z—m)d:v:/ —ze fdr == 2%e 7,

and if z < 0, the frequency is 0, thus

1,2, —=
_ ) 5z% for z > 0,
fZ(Z)_{ 0 for z < 0.
3) We get
OCl .
E{Z}:/ —23e 7 dz =3,
o 2
2 1
BIz2V = [ e 2dr=12
(22) /02” =12,
and

V{Z}=12-3%=3.

4) First notice that

B(X} = B{Y} = 3 (B{X} + B{Y}) = 5 E{Z} = °.
Then

E{X?) = E{y?} = %/OOO (Fe™t + 2™t) di = (31 +2) =4,
hence

VIX}=V{Y} =E{X?} — (BE{X})*=4— % = Z.

We finally compute

E{XY} / zy(z+y) e~ ") da dy

ye y/ 22 e % dx + y’e y/ a:e:”dx}dy
0 0

{2‘ e ¥+ 1ly ey}dy* 2-114+1-2)y =2,

7
i
v
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thus
3 3 9 1
Cov(X,Y)=FE{XY}-FE{X}E{Y}=2—- - =2——-=——,
2 2 4 4
and
Cov(X,Y -1 1
fxy) = S 41
VVAXIVAYY g 7

ALTERNATIVELY, it follows from
V{Z} =V{X}+V{Y}+2Cov(X,Y),
that
1
Cov(X,Y) = T

and hence

oKX, Y) = Cov(X,Y) _ —1/4 _ 1

VVIXFV{YF  7/4 T

Example 3.10 A compound experiment can be described by first choosing at random a real number
X in the interval 10,1[, and then at random to choose a real number Y in the interval | X,1[. The
frequency of the 2-dimensional random variable (X,Y) is denoted by h(x,y).

1) Prove that h(zx,y) is 0 outside the triangle in the (x,y) plane of the vertices (0,0), (0,1) and (1,1),
and that h(zx,y) inside the mentioned triangle above is given by

1

h(z,y) = -

2) Find the frequencies f(x) and g(y) of the random variables X and Y.

3) Find the mean and variance of the random variables X and Y.

1) We see that

1 for z €]0,1],

Ix(z) =

0 otherwise.

If we keep = €]0, 1| fixed, then
1

— for y €z, 1],
fyloy=q 177

0 otherwise.
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Hence, if z €]0, 1], then

fy)z)="

1
1—= for0 <z <y<1,
h(z,y) =
0 otherwise.
2) Obviously,
1 for x €]0,1],
f(@) = fx(z) =
0 otherwise.
If y €]0, 1], then
Y Y dz 1
o) = [ eyde = 112~ =l =

41
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hence
1
In——=-In(1-y) foryelo,1],
9(y) = Y
0 otherwise.
3) Clearly,
1 ) v, 1
E{X}:— and E{X}: xT dx:_’
2 o 3
SO
VIX} = E{X*} - (BXDP =5 - = 13
3 4 12

One may of course instead notice that X is rectangularly distributed, so

E{X}:% and V{X}:%.
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Random variables II 2. Law of the total probability

Then turn to Y. We get by the change of variable t =1 — y,

E{Y} = /1y{—ln(1—y)}dy:—/1(1—t)1ntdt:—/llntdt—i—/ltlntdt

0 0 0 0

12 gt 11 3
= —[tInt—t¢]} —Int| == tdt=—-{0-1}4+0—=-==°2%
=t {Gme] =5 [rar——p-nro-F 57

and

E{Y?} = /13/2{_1n(1—y)}dyZ—/ol(l—t)2lntdt

0

1 1 1
= —/ lntdt+2/ tlntdt—/ t?Intdt
0 0 0

1 t2 1 1 t3 1 1 1 )
—[tlnt—tlg+2|= Int| — [ tdt—|= Int| +5 [ tdt
0 2 3 3
0 0 0 0

1 1 1 1
= 142 0—=—-04-==+= .
L TR R R R T

ALTERNATIVELY, perform the computations

1 1 1 2 1
1 11— 1 3
E{Y} = c———dypdx = = dr = ~(1 de = 2
{v} w_o{/y_my T y} z 2/0 I /02( +a)dr = 7,

and
1 1 1 3
1 1 1—=x
2
e dy Sdr == d
LA i afe=g [
1 [t 11
= = 1 2V dy = —.
2/0 {T+ata®}de= g

This gives us the variance,

E{Y?}

V{v} = E{Y?}—(E{Y})*= % — 1%

_1/11 9\ 1/2 1\ 16-9 7
T2\ 9 8) 2\9 8) 144 144
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Example 3.11 The point A is in the (z,y) plane given by its polar coordinates r = OA = 1 and
Z(x,0A) = ©. The projections of A onto the two coordinate axes are called X and Y.

0.8

04

0.2

We assume that © is a rectangularly distributed random variable over the interval ] _rr [

272
1) Find the distribution functions and the frequencies of the two random variables X andY .
2) Find the means E{X} and E{Y}.
3) Find the variances V{X} and V{Y}.

4) Ezplain that the random variables X and Y are non-correlated, though not independent of each
other.

The frequency of O is

for x € }—ﬂ ﬂ[,

1(6) = 22

0 otherwise.

Furthermore, X = cos® and Y = sin O.

1) Since cos@ > 0 for 6 € }—g, g {, where cos 6 is not monotonous, we get for x €10, 1],

Fx(z) = P{X <z} =P{cosf <a}=P{Arccos x <80 <7 — Arccos z}
1 T— Arccos T 2
= —/ df =1 — — Arccos z,
™ Arccos T m
hence
1, r>1,
2
Fx(z) =< 1— = Arccos z, 0<z<l,
™
0, x <0,
44
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and
2 1
Ix(z) = ™ VI-a?

0, otherwise.

z €10,1],

Analogously, we get for y €] — 1, 1],

Fy(y) = P{Y <y} =P{sind <y} = P{0 < Arcsin y}
1 Arcsin Y 1 1 .
= = df = = + — Arcsin y,
)z 2 0w
hence
1, y=1,
1 1 .
Fy(y) =< = + = Arcsin y, —l<y<l,
2 7
0, yéfla
and
1 1
D yE]fl,l[,
™ 1—y2
fy(y) =
0, otherwise.
2) The means are
2 (P =z 2 —1 2
EF{X}=— —d :—|:* 1- 2] =
{}wéq/l—szW xow
and
11 [y
B{Y :_:_/ Y _gy-o
{YV}=— BV ek

3) We get by the substitution = = sint,

2 [t x? 2 (2 sin? ¢
E{Xx? = —/ ——dr = — _— . tdt
{ } T Jo m v ™ Jo m o
1 [3 . 1
= ;/0 {s1n2t+0052t} dt = 3
Furthermore,
1 1 y2 2 1 y2 1
EY2:—/4d:—/7d:EX2:—.
{ } T _1 /17y2 y T 0 /17y2 y { } 2
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The variances are

VIX} = B{X*} - (B{X}) =5 - <3>2 = (= 0,00)

™ 2 72

and

V{Y} = E{Y?) — (B{Y}) = %

4) Since X2 4 Y? =1, it is obvious that X and Y are not independent.

Let f(x,y) be the frequency of Z = (X,Y). Then

1
f(rv,y)=f(w|y)-fy(y)=f(ff|y)-; = forye] —1,1],
where
1 for x = /1 — 42,
flx]y) =
0 otherwise.
Then
! 1 1 1t
E{XY}= [ V1-y*y —- dy== [ ydy=0,
1 Vi 1—y2 Vi 1

American online
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Random variables 11 2. Law of the total probability

Thus
Cov(X,Y)=E{XY}-E{X} - E{Y}=0-— % -0=0,

so X and Y are non-correlated.

Example 3.12 A 2-dimensional random variable (X,Y’) has the frequency

242 e~z ty) 0<z<y,
h(z,y) =
0, otherwise,

where a is a positive constant.

1) Find the frequencies of the random variables X and Y.
2) Find the means E{X} and E{Y}.

3) Find Cov(X,Y).

4) Find the frequency of Z =X +Y.

5) Find the mean E{Z} and the variance V{Z}.

08

0.6

04

0.2

1) When z > 0, we get by a vertical integration,

o0
Ix (33) = / 2q2 e—a(z+y) dy = 2ae”** [_e—ay]zo - % e—Qaac7
xr
hence
2q e~ 2a% for z > 0,

Ix(z) =

0 otherwise.
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When y > 0, we get by a horizontal integration,
fr(y) = / 2a% e~ HY) gy = 2q W [767%]3 =2ae” W — 2ae 2,
0
hence

20 e~ W — 2q e %W for y > 0,

Iy(y) =

0 otherwise.

2) The means are given by

o0 1 oo
E{X}:/ 20xe 2 dy = — te tdt = —,
0 2a 0 2a
and
—a * —2a 2 > —t 1 > —t
E{Y} 2aye”Ydy — 2aye “Wdy = — te "dt — — te " dt
0 aJo 2a Jo

I
QI S—
8

1
2¢  2a’

3) Then we compute

E{XY} =

oo y

/ {/ xy - 2a%e~ @ +Y) dx} dy —/ 2y e {/ axe_“xadx} dy
0 0

ay 00

/ {/ te? dt} dt :/ 2ye” [—te*t —e*t]gy dy

0

e~ {1 —aye W — e_“y} dy

2y e Ydy — / 2ay? e %W dy — / 2y e %W dy
0 0
= = e tdt — — T et - tetdt
a® Jo 4a 2a2 0

It follows that

Cov(X,Y) = B{XY} = B{X} E{Y} = 5 — - =~ -

4) Clearly, fz(2) =0 for z < 0. Nar z > 0, so

z):/Zh(:c,z—x)dx:/Oooh(x,z—x)dx.

1
The integrand is only # 0, if z <y = z — x, i.e. when x < 3% hence

3 5
fz(z) = / g(x,z —x)dx = 2a267‘”/ dz = a’ze %,
0 0
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and thus
a’z e % for z > 0,
fz(z) =
0 otherwise.
5) The mean is
E{Z})E{X}+ E{Y} = 1 + 3_2
T2 24 a’

or ALTERNATIVELY and more elaborated,

° 1 [ 2
E{Z} = / a’2?e % dz = —/ tre~tdt = =,
0 0 a

a
Furthermore,
2 > 2.3 —az 1 >~ 3 —t 6
E{Z}: a’z’e”Vdz = — et dt = —,
0 a” Jo a
hence
2 2 6 2 2
V{Z}:E{Z }—(E{Z}) :g—éla =3

2. Law of the total probability

Example 3.13 A 2-dimensional random variable (X,Y) has the frequency h(z,y) = 1 inside the
triangle in the (x,y) plane of vertices at the points (0,0), (0,2) and (1,1), while the frequency is 0

anywhere else outside this triangle.
1) Find the frequencies of the random variables X and Y .

2) Prove that X andY are non-correlated, though not independent.

3) Find the distribution function and the frequency for each of the random variables Z = X +Y and

V=X-Y.

1) If z €]0, 1], then

2—zx
fX(x):/ dy =2 — 2z,

hence

2-2x  forz€]0,1],
fx(x) =

0 otherwise.

If y €]0, 1], then

fr) = [ o=y
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0.5

0T 02 04 06 08 1

If y €]1, 2], then

2—y
frt)= [ de=2-y.

Summing up,

y for y €10, 1],
frly) =4 2—y for y €11, 2],
0 otherwise.

v---vv---v---v---v---vv--vv---v--vvv--vv--vv--vv--vv--vv---vv-cv---o---oAlcateI-LUcent @
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Random variables 11 2. Law of the total probability

2) Tt follows by considering a figure that F{Y} = 1. Furthermore,

! ) 2 1
E{X}= ; (2m—2x)dm=1—§:§.

Then by a double integration, where we start in the inner integral to integrate vertically after y),

1 2—z 1 y? 2-x
/ {/ xydy}d:v:/ x [—} dx
0 x 0 2 x
1

1 ! 1
—/ x(4f4x)dx:/ (22 — 22%) dz = =.

E{XY}

Since

Cov(X,Y) = E{XY} - E{X}E{Y} =

1 1=0
3 - b
it follows that X and Y are non-correlated.

Since fx(z) - fy(y) # 0 in the square ]0,1[ x ]0,2[, we see that fx(x) - fy(y) cannot be equal to
h(z,y). [This can of course also be seen directly.] Hence, X and Y are not independent.

3) The frequency of Z = X +Y is

1
fz(z) = / h(z,z —x)dx.
0
The integrand is # 0, when y = z — z €]z,2 — z[, e.g. 2z < z < 2, hence
3 5 2
fz(2) z/ h(z,z —x)dx z/ de = -,
0 0 2

and we find the frequency

% for z €]0,2],
f2(2) =

0 otherwise,

and the distribution function

0 for z <0,
52

Fz(z) = ” for z €]0, 2],
1 for z > 2.

Then we note that X = X —Y has values in | — 2,0[. If v €] — 2,0[, then

2 v+y
Fy(v)=P{X -Y <o} = e }h(m,y)d:cdy—/o {/0 h(x,y)dx}dy.
z—y<v

We get by a differentiation,

2
fv(v) = Fy(v) :/0 h(v+y,y) dy.
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The integrand is # 0 for
O<v4+y<l1 and vt+y<y<2—v-—y,

hence

I<—v<y<l—=-<2

If v €] — 2,0, then

=3 v v
@)= [ Tay=1-Frv=1+3,

thus the frequency of V' is

1—}—% for v €] —2,0],
fvv) =

0 otherwise,

and the corresponding distribution function is

0, for v < =2,
AT 2,0

Fo(v) = (1—}—5) , orve]—2,0],
1, for v > 0.

/
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Random variables 11 2. Law of the total probability

Example 3.14 Given the functions

1222(1 — ), 0<z<l, 12y(1 —y)?, O<y<l,
flz) = 9(y) =

0, otherwise, 0, otherwise.
1. Prove that f and g are frequencies.

In the remaining part of the example we let X and Y denote random variables, where X has the
frequency f(x), and Y has the frequency g(y).

2. Find the mean and variance of X.
. Prove that Y has the same distribution as 1 — X.

3

4. Find the mean and the variance of Y.

5. Prove that X +Y and X —Y are non-correlated.
6

. We now assume that X and Y are independent. Explain why the two probabilities
1 1
P X—|—Y>§ and P X—Y>§

are positive (one shall not compute the probabilities). Check, e.g. by applying this result, if X +Y
and X —Y are independent.

1
7. Here we assume that Cov(X,Y) = o5 Prove that Y is then a function of X, and find this

function.
HINT: Compute e.g. the variance of X + Y.

1) Tt is obvious that f(z) > 0 for every x € R. Since furthermore

1 1 1 1
/ 12x2(1—x)dx:12/ (2 — 2?) dx:lQ(———) =1,

it follows that f(z) is a frequency.

d
Since g(y) = f(1 — y) and &= | — 1| =1, it follows that g(y) is also a frequency.
Y

2) The mean of X is

! 11\ 12
E{X}=12/0 (2° —a*) dx:12<1—3>:%:%

Since furthermore,

! 11 12 2
2 = 4— 5 = _— = = —_— = =
E{X}_12/O (z* — 2°) da 12(5 6) 20" &

the variance is

V{X}:é_@)Q:w—g:i_
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3) The frequency of (X)=1—- X is

d(1 - z) 122(1 — x)? for0 <z <1,

r-a) || = -0 -

0, otherwise.

This is precisely the structure of the frequency of Y, with x instead of y, thus Y and 1 — X have
the same distribution.

4) Tt follows from (3) that

E{Y}:E{l—X}:l—E{X}:1_§:2

and

V{Y}=V{1—X}=V{1}+V{X}=o+%: % = V{X}.

5) It follows from the definition,
1
Cov( X +Y, X -Y)=V{X} -V{YV}+ Cov(Y,X)— Cov(X,Y) = % o5 0,
hence X +Y and X — Y are non-correlated.

6) It is obvious that X and Y both have their values in 0, 1[ with a positive probability for every
open, non-empty subinterval of ]0,1[. Then both

{X+Y>g} and {XY>%}

have a positive probability. Since 2X = (X +Y) + (X —Y), we get
1
{X>1}:{2X>2};{X+Y>g} N {X—Y>§}.

Since

1
P{X >1} =0, P{X+Y>g}>0, P{X—Y>§}>O,

we get

0 = P{X>1}=P<{X+Y>g}“{X_Y%})
4 P{X+Y>g}'P{X_Y>%}’

proving that X +Y and X — Y are not independent.
7) Since

1 1 2
X+Y}=V{X Y} -2 XY)=—4+———=
VIX+Y}=V{X}+V{Y}-2Cov(X,Y) 25+25 5 0,
it follows that X + Y is causal, so X +Y = X + (1 — X) = 1 = a with the only possibility

Y=1-X.

54

Download free eBooks at bookboon.com



Random variables 11 2. Law of the total probability

Example 3.15 A rectangular triangle has the two smaller sides X, and X, where X1 and X5 are
independent random variables of the frequencies

1, 0<z <1, 1 0<z9 <2,
Ix, (21) = [x, (v2) =

0, otherwise, 0, otherwise.

1
Let Y1 = X1 + X5 denote the sum of the lengths of the two smaller sides and let Yo = 3 X1 X5 denote
the area of the triangle.

1) Compute the mean and the variance of Yi.
2) Compute the mean and variance of Ys.
3) Prove that
Cov (X1 + X2, X1 Xo) =E{X 1} V{Xa} + E{X2} C{X1},
and then compute Cov (Y7,Y2).
4) Find the frequency of Y1.

1) The mean of Y1 = X7 + X5 is

E{Yl}:E{X1}+E{X2}%+1: g

Since X; and X are independent, the variance is
1 5
Vii}=V{Xi}+V{Xs} = o {17+ 2°} = o

2) Since X; and X, are independent, we find that

E{V} = E{Xi} E{Xs} =7 7 -1=1,
and
ViYe} = %V{X1X2}:i(E{XfXQQ}—(E{Xl}E{XQ})Q)
1 11 4 [/1\*] 1(4 1 7
= 3 E{X%}E{XS}—<E{X1}E{X2}>2)=Z{§-§—(§) }:Z{g—z}zm.

3) By a direct computation,

Cov (X1 + X0, X1 X2) = E{(X1 + Xo — E{X,} — E{Xo}) (X1 X2 — E{X,}- E{Xo})}
= E{(X1-E{X1}) (X1 - E{X1}) Xo} + E{(X1 — E{X1}) Xo} - E{X1}
TE{(Xy — E{X,}) (X2 — E{Xo}) Xa} + E{Xy (Xo — E{Xo})} - E{Xs}
—E{X1} E{Xo}  E{(X1 — E{X1} + X5 - E{Xo})}
= V(X E{X) 40+ VX E{X}+0+40
= E{Xi}V{Xo}+ E{Xo}V{Xi}.
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Then

1
Cov (Xl +X2,X1X2) == 5 (E {Xl}V{Xz} +E{X2}V{X1})
Lol 1y _ 11 1y _1
2 3 12) 2\6 12) 8

4) Since X; takes its values in |0, 1[, and X takes its values in ]0, 2[, the sum Y; = X3 + X3 will take
its values in |0, 3[. If y €]0, 3[, then the frequency of Y is given by

Cov (le7 YQ) =

[N N

fy(y) = /Oy Ix, () fx,(y — x) d.

Then we must split the investigation according to the different subintervals.

a) If y €]0,1], then
Yy 1 y
fY(y)—/O l-gdz=3.

b) If y €]1,2], then

1
fY(y):/O 1'%di’3:%~

> Apply nhow
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Random variables II 2. Law of the total probability

c) If y €]2,3], then

Summing up,

2 for y €]0,1],
2
1
57 fOI‘yE]l,QL
fy(y) =

1

5(3_2/)7 fOI‘yE]273[,
0, otherwise.

Example 3.16 A 2-dimensional random variable (X,Y’) has the frequency

T+, O<zr<l, O<y<l,

h(z,y) =
0, otherwise.

1. Find the marginal frequencies of X and Y.
2. Find the means of X and Y.
3. Find the variances of X and Y.
4. Compute the covariance between X and Y, and the correlation coefficient between X and Y.
Let the random variables U and V' be given by
U =max{X,Y} and  V =min{X,Y}.

1 1
5. Compute the probability P {U < 5} and the probability P {V < 5}

1) Due to the symmetry, X and Y have the same marginal frequency. If z € [0, 1], then

1 271
+ 1 1
r@)= [[wrpa=[EEE) @i o et ey,
o 2 |, 2 2
hence
1
T+ for x € [0, 1],
flz) =
0 otherwise,
and
1
y+§ for y € [0, 1],
9(y) =
0 otherwise.
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2) It also follows from the symmetry that

E{X}_E{Y}_/le<:c+%> dx—/ol(x2—|—§) dx—[%Jr%I)—l—;.

3) For the same reason,

L 1 ! 2 dot 11 s
E{XQ}:E{YQ}:/OxQ(x+§)dx=/O (x3+%>dx:[%+%]ozz+ézﬁ'

Hence

5 7\° 60-49 11
X}=V{V}=EB{X?} - (B{X})?’=>%—-|=) = _
VAX} = Vi) () = (B 12 (12) 144 144

4) According to a formula, the covariance is

T

E{XY}—E{X}-E{Y}:/01{/0136y(x+y)dy} do— 25 =

1 1 1
49 1 1 49
2
d de — — = — — 5 der — —
/ox{/o (yx+y) y} T 11 /Ox{Qx-i-g} T 11
B /1 2wl 49 1 1 49 1 49 1
T L\ 2 T3S YT T 6 6 144 3 144 144

Then we get the correlation coefficient

Cov(X,Y)

1
_ COV(X,Y) - _m - _i
= AR vy 1L
144

5) If U = max{X,Y}, then

- rlrstoredf {Lloenale
1

DN | =

P{US

I
D= =
—N

—_

|
>~ =
—

Il
| =
= w

Il

| =
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2. Law of the total probability

If V = min{X, Y}, we get by using the complementary probability that

P{Vg%} = 1—P{V>%}=1—/;{/;(x+y)dy} dmzl—%/; [(:p+y)2];=% dx

-
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Random variables II 4, Examples concerning the Poisson distribution

4 Examples concerning the Poisson distribution

Example 4.1 Let X andY be independent random variables, and let X have the frequency f(z), and
let Y have the frequency g(y).

1. Prove that the frequency of the random variable U = X — Y is given by
/ f(@)g(z —u)dzx u € R.

In the remaining of the example we assume that
Ae A, x>0, pe HY y >0,
0, x < 0, 07 Yy S Oa

where \ and p are positive constants.
2. Find the frequency of the random variable U.
3. Find the mean E{U} and the variance V{U}.

4. Compute the correlation coefficient o(U, X).

1) Let K(u) be the distribution function of U. Then

K(u) = PIX —Y <u} = /{ L @ dedy = / O; { / : F()o() dw} dy.

By differentiation, followed by the change of variable x = u + v,
/ flu+y)g )dy*/ g(x)g(x — u) dx, u € R.

2) It follows from

k:(u):/_ g(@)g(z —u d:c—/ f(@)g(x —u)dx

that if w > 0 then the integrand is only # 0 for = > u, thus

ku) = / Ae AT emrETw) gy — )\,ue““/ e~ T gy
_ )\/.t M. e—(A+;L)u — A/’L 6_)\“.
A4 p A+ p

If instead u < 0, then

o0 o0 )\
= / Ne e @) dy = )\,ue"“/ e~ Otz gy — AP puu
0 0 Atp
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Summing up,

)\M e—)\u

— for u > 0,
A+
k(u) =
A
H et for u < 0.
A+ p
3) The mean is
1 1 pu—=2A
E{U}=FE{X}-FE{Y}=-——-=——
Wy=EBx} - By = 5 - o=
Furthermore,
M o0 )\ 0
E{U?} = m/o Au? e_’\udu—i—ﬁ pu? et du
1 H 2t / 2ot
= — = dt+ —— - — dt
Atp A2, +
B 2 i—i-ﬁ 2 /\3—1—,u 5 A2 — A+ p?
- A4 | p? A2 _)\+H 22 - 212
The variance is
)\2—/\ 2 N2-2) 2
V{U} = B{U%} - (B{U})?= AREL hn

222 - 2212
M4+ 11

22 N2 u2
4) Tt is well-known that

1
B(X}=5  and V{X}:%

Since X and Y are stochastically independent, we have
E{XY}=FE{X}E{Y}.

By the rules of computation,

Cov(U, X) = Cov(X — Y, X) = Cov(X, X) — Cov(V,X) = V{X} = %

hence
Cov(U, X 1 1
Q(UaX):(—;(:ﬁ' - 2“ =.
VVUIV{X} N2 1 VA
22 N2
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Example 4.2 A radioactive material emits both « and B particles, where these two types of particles
are emitted independently of each other. We shall study this emission from (and included) the time
t=0.

Let X1, X1+ Xo, X5 + Xo + X3, ..., indicate the times of the emission of the first, second, third,

.., a particle.

We assume that the random variables X;, i =1, 2, ..., are mutually independent of the frequency

e AT x>0,

flz) = A>0.
0, z <0,

Analogously, Y1, Y1+ Ys, Y1 + Yo + Y3, ..., indicates the times of the emission of the first, second,
third, ..., B particle.
We assume that the random wvariables Y;, 1 = 1, 2, ..., also are mutually independent, and then by

the assumption independent of the X; of the frequency

pe Py, Y >0,

9(y) = p > 0.
0, y <0,

1) Find the frequency of X1 + Xo.

2) Find the probability that there is emitted at least two « particles before one (B particle is emitted.

A 1
For which value of — is this probability equal to 3 ?
i

1) When z > 0, then the frequency of X; + X5 is given by the convolution integral

fa(z) = /Ow fl@)f(z —t)dt = /x)\e_t/\ e @A gE = N2 g7

0

and fa(z) = 0 otherwise.

08

0.6

04

0.2

2) We shall find P{X; + Xo <Y1 }.
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First method. The simultaneous frequency of (X; + X»,Y7) is fa(x)g(y), hence

P{Xi+Xo <V} = : }fg(m)g(y)dxdy
<y

= - fa(x) {/y:zg(y) dy} dx = /0 Age?® {/y:x,ue_“ydy} dx

oo )\2 oo A
= / N geMme gy — g / te tdt = 5 2 )
0 (A+m)? Jo a+1

where we have applied the substitution ¢t = (A + p)z.

Remark 4.1 Here it is difficult to compute the double integral in the order [/ { [’ -+, so
we omit this variant.
Y

Second method. (More difficult.) The frequency of Z = ﬁ is computed according to
1 2

some formula. If z > 0, then

k(Z) = / g(Zw)fg(x):cdx = / ‘ule_l‘ZIAZ xe—)\mx dr
0 0

2

PR

o0
M)\z/ e A Hr2)T gy —
0
hence
P{X1+X2<Yi} = P{Z>1}=/ k(z)dz
1

/\2

- 92 2 1%° -3 S AE—
A u/ A+ pz)""dz S¥IE
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Random variables 11 4, Examples concerning the Poisson distribution

X1+ X
Third method. (SKETCH). Find the frequency of %

2, cf. the second method.
1
Fourth method. (Even more difficult; only a SKETCH). Find the frequency of
U=(X1+X3) —Y;.

Then

P{X1+X2<Y1}:P{U<O}:/_O fU(u)du

1
The probability is 3 when

and we get

A
Z=V2+1.
I

Example 4.3 . (Continuation of Example 4.2).

1) Find the probability that there is emitted at least three o particles, before the first B particle is
emitted.

2) Find the probability that there is emitted precisely two a particles, before the first 8 particle is
emitted.

3) Find the probability P, (t) that there in the time interval ]0,1[ is emitted a total of n particles.

1) Tt follows from Example 4.2 that X; + X3 has the frequency
A2gpe for x > 0,
fa(a) =
0 for z < 0.
Then X3 has the frequency
Ae for z > 0,
flx) =

0 for z < 0,

so the frequency f3(s) of X7 + X5 + X3 is zero for s < 0. If s > 0, then

S S 1
fa(s) = / Nz e ™ Ne M) gy = )\Se*)‘S/ rdx = 3 N3sZemAs,
0 0
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Then (cf. Example 4.2)

P{X; +X2+X3<Y1}:[ {/Ooofg(m)g(x—s)dx}ds

0
0 oo 1
/ {/ — \3gle . ,ue_“(””_s)dx} ds
—00 0 2

1 0 [ee)
=3 )\3,u/ e Hds - / z2e” AT gy
—0o0 0
1. 1 o A
el Pecas (A

2) The probability that there is emitted precisely two a particles

P{X1+X2<Y1}—P{X1+X2+X3<Y1}

() - () - () (5

A

1) -

4, Examples concerning the Poisson distribution

before one [ particle is emitted is

A2
(A+n)?

3) Assume that Z, = X; +--- 4+ X,, has the frequency fi(s). Then fx(s) =0 for s < 0, and we have

for s > 0,
£206) = [ fra@)fs = @) da = [ fua@)Ae N =ae N [ (@)
0 0 0
ie.
fa(s) =Xe ™ [T M Ne ™ M dr = A2s e, >0,
s 52
fa(s) =Xe 8 [T Npe M dr = A3 51 e, s> 0,

and then by induction

A"L
(n—1)!

n—1_,—As
s"Tre™ )

s> 0,
fu(s) =

0, § <0.

It follows that
t )\Ic
P{Zk < t} = / fk(s)ds =
0

(k— 1)

t
/ sk=lers ds, 0<k<n,
0

which is the probability that there is emitted at least k of the o particles before time t¢.

The probability that there is emitted precisely k particles of «

type before time t, is

P{Z, <t} —P{Zj4 <t} = i/t Gh—lo=As g _ ﬁ/t ko= g
(k=1 Jy k' Jo
Ak ! k—1_—MAs )\k k_—As ' )‘k ! k—1_—As
—7(]{_1)!/0 s re da:—i—[ﬁs ]o_i(k_l)!/o s e ds
R LD UV OV) Ly
z[ﬁse L:Hte = ol e .
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Analogously, the probability that there is emitted precisely n — k particles of type 8 in ]0,1] is
given by

(Mt)nik efp,t
(n—k)! '

Finally, the probability that there is emitted precisely n particle (of either type « or type ) in
the time interval ]0, 1] is

n k n—k
Z (/\]:') efAt E ) — ' 7()\+,u)tz k' ) (Mt)nfk

1 = n
n —(A+p)t k, n—k _ nyn ,—(Ap)t
_—n!te I;—O<k>)\,u ——n!()\—&—u)te .

Example 4.4 An instrument A contains two components, which can fail independently of each other.
The instrument does not work, if just one of the components does not work.
The lifetime for each of the two components has a distribution given by the frequency
e AT z >0,
flx) =

0, z <0,

where A is a positive constant.
The task is to find the distribution of the lifetime of the instrument A.

There is in another instrument B only one component, the lifetime of which has the same frequency
f(x) as above.

We shall find the probability that the lifetime of instrument B is at least the double of the lifetime of
A.

Let us imagine that we first apply instrument A, and when it is ruined, then we apply instrument B.
Find the distribution of the total lifetime and find the mean of this lifetime.

Let Y7 and Y5 denote the lifetimes of the two components of A, and Y the lifetime of A, and X the
lifetime of B.

Clearly, Y = min {Y7, Y>2}.

Then Y is exponentially distributed of frequency

20 ey >0,

g(y) =
0, y <0,

In the next subtask we shall find P{X > 2Y'}.
A reasonable assumption is that A and B function independently of each other. This means that
(X,Y) has the simultaneous frequency f(z)g(y), thus

P{X >2Y} = / f(x)g(y) dxdy:/ 2)\62)‘y{/ )\e’\wdx}dy
{z>2y} y=0 z=2y

o 1
/ 2Xe M dy = 3
y=0
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08

0.6

0.4

0.2

The frequency of X +Y for z > 0 is given by the convolution integral,

k(z) = / Ae 2 o e  PAGET) g — 92 2A2 / e dr = 2\ (e_m - e—ZAz) )
0 0

and k(z) =0 for z < 0.

Finally,

13
+or =

BX+Y) = B{X}+ B{Y} = + 5o = o

o
B By 2020, wind could provide one-tenth of our planet’s

ra I n p O W e r electricity needs. Already today, SKF's innovative know-

how is crucial to running a large proportion of the

world’s wind turbines.

Up to 25 % of the generating costs relate to mainte-
nance. These can be reduced dramatically thanks to our
stems for on-line condition monitoring and automatic
jeation. We help make it more economical to create

Therefore we'need the best employees who can

eet this challenge!

Tr?f Power of Knowledge Engineering

'-r:-‘%.i

o

Plug into The Power of Knowle‘ngineering.
Visit us at www.skf.com/knowled"gts}
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Random variables 11 4, Examples concerning the Poisson distribution

ALTERNATIVELY,

o o 2 1 3
E{X+Y}:/O zk:(z)dz:Z)\/O (ze_)‘z—ze_Q’\Z)dz:X.1!—ﬁ.1!:ﬁ_

Example 4.5 1. Let X be a non-negative random variable of frequency f(z) and mean E{X}. Prove
that

(1) B{X} = /OOo P{X > 2} dz.

Hint: Express e.g. P{X > x} by means of the frequency f(x).

We shall allow in the following without proof to apply the result that the mean of every non-negative
random variable is given by (1).
Two patients Ay and As arrive to a doctor’s waiting room at the times X1 and X1 + X, where X4
and X5 are independent random variables, both of the frequency

Ae 7, x>0,
0, <0,

where A is a positive constant.

The times of treatment of Ay and As are assumed to be the random wvariables Y1 and Yo, which
are mutually independent (and also independent of X1 and Xs3), and we assume that they have the
frequency

peHy, y >0,
0, y <0,

where [ is a positive constant.
The patient Ay is treated immediately after his arrival, while Ao possibly may wait to after the treatment

OfAl.

2. Describe, expressed by Y1 and Ys, the event that Ay does not wait for his treatment, and find the
probability of this event.

3. Find for every z > 0 the probability that the waiting time Z of Ag is > z.

4. Find the mean of the random variable Z.

1) Since f(t) > 0, and f(t) = 0 for t < 0, we get

/ODOP{sz}d:C:/OOO{/:Of(t)dt}dm:/Ooo{/Otf(t)dac}dt:/Oootf(t)dt:E{X}.

2) The condition that Ay does not have to wait is

X1+Y: <X+ Xo, thus Y1 < Xo,
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hence

P{X,;>Y} = /yoo g(y){ :y f(m)dx}dy:/y:ue_“y {/:y,\e—*z dm} dy

3) When the waiting time is positive, it is described by Z = Y7 — X5. Then for z > 0,

Pivizxa+a) = [ s / ;zg(y) i e

P{Z >z}

- /OO Nem AT o emhz — A ce M,
x=0 >‘ + 1%
4) Tt follows from (1) that
E{Z} = / P{Z > z}dz = —/ e Mdz = AL
B oA +p

Remark 4.2 The distribution of Z is of mixed type, i.e. neither discrete nor continuous. ¢

Vowo Toucks | Rewauwr Towcks | Mack Teucks | Vowo Buses | Wowo Consteuction Ecuemest | Vowo Pess | Vowo Aero | Vowo IT
Vowo Fieswcwt Semnces | Vowo 3P | Vowo Powesmewn | Vowo Pazrs | Wowo Tecuwowooy | Voo Loasmcs | Busimess Anex Asi
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5 Miscellaneous examples

Example 5.1 A 2-dimensional random variable (X,Y) has in the domain given by the inequalities
1<2?+ y2 <4

the frequency

1
h(l'vy) = %’

while the frequency is 0 everywhere else in the (xz,y) plane.

1) Find the frequency of the random wvariable X, and sketch the graph of this function.

2) Find the variance of the random variable X .

3) Explain why the random variable X and Y are non-correlated, though not independent.

4) Find the probability that | X |+ |Y| > 2.

ah
\\/

Figure 2: The frequency has its support in the annulus.

1) If |z| > 2, then fx(z) =0.
By the symmetry, fx(—z) = fx(x). If |z| € [1,2], then it follows by a vertical integration (a
consideration of a graph) that

fxl)= o a/A—a? = 2 a2,

3m
If |z| € [0, 1], then we get instead

fx(x):% {\/4—$2—\/1—9€2}'

Summing up,

2 (ImE-VITF), sel)

fx(z) 2 4 — a2, 1< |z <2,
3m
0, otherwise.
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Figure 3: The graph of fx(z).

2) The mean is trivially E{X} = 0, so the variance is
V{X} = E{X’}—(BE{X})*=E{X?}
2
= g/ 1‘2{\/471727\/171‘2 Jri/ 2\/4 — 22 dx
= /4 —xde——/ V1 —a2dx

37r

4 4 [z
= — 4sin2t-2cost-2costdt——/ sin? ¢ cost cost dt
37T 0 371— 0

16-1 (% ]
= 0 / 4sin?t cos® tdt = §/ sin® 2t dt =
37T 0 s 0

3) The support of h (i.e. the closure of the set, where h(z,y) # 0) is not a rectangle. Hence, X and
Y cannot be independent.
The annulus is denoted by €. By using that E{X} = 0, it follows by the symmetry that

5 5
™ 4’

e

Cov(X,Y) = B{XY} — E{X}E{Y} = / / 2y - 3% da dy = 0,

hence X and Y are non-correlated.

4) It follows by considering the figure that P{|X| + |Y'| > 2} is equal to the integral of h(z,y) over

the four circular segments, thus equal to 3 times the area of these four circular segments, hence
0

1 18
P{|X|+\Y|22}:3—W{7r-22 (2v2)?} = 37r(7r—2):§—3—7rz0.485.
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ah
L

Figure 4: The domain where |X| + |Y| > 2, is the union of the four circular segments on the figure.

Example 5.2 1) Find the pairs of numbers (a,b), for which

ax + by for0<xz<2090<y<1,
9(z,y) =
0 otherwise,

is the frequency of a 2-dimensional random variable (X,Y).
2) Find, expressed by a, the means E{X} and E{Y}.

3) Find the pairs of numbers (a,b), for which the product E{X}E{Y'} is largest, and compute the
Mazimum.

11

) the covariance Cov(X,Y).

4) Compute for (a,b) = <4, 5

1) Since g(z,y) > 0 everywhere, we must have a > 0 and b > 0. Furthermore, we derive the condition

2 1 2 1 1
l/ax{/ dy}das+/ b{/ ydy}dm2a+2b~2a+b,
0 0 0 0 2

1
thus b = 1 — 2a, where a € {0, 5], hence

ax + (1 —2a)y for0<z<2and 0<y <1,

1
g(z,y) = a€ {0, —} .
0 otherwise,
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0 05 i 15

Figure 5: The support of g(z,y).

0.8

0.6

0.4

0.2

07002 03 04 05

Figure 6: The possible values of (a,b) lie on the oblique line.

1
2) Ifa e [07 2} we get the mean

E{X} = /Ozxfx(x)dx:/j{/Olm{ax—l—(l—Qa)y}dy}dm

2 2 1
/ax2dx+/ xdx-(1—2a)/ ydy
0 0 0
2

- %l +(1-2a)-

2 1+2
i Za
2 37

l\D\»—t

and analogously

Ely} - /Olyfy<>dy—/2(/1 {ax+<1—2a>y}dy)dx
/xdx / ydy?(1 — 2a) - /y2dy

2 4 2
- %2%--4+-(1-20)=a+-—ca=2—
“2+3 o)=atg-ga=3

a.

W =
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3) If we put
o) = BB =(1+30) (5 -0
= %(3+2a)(2—a) =$ (6+(L—2¢12)a
then

1
Y'(a)=1—-4a=0 fora:Z.

1 1 1
Since ¢'(a) > 0 for a < T and ¢'(a) < 0 for a > T it follows that a = 1 corresponds to the

maximum

I\ _1fg, 1 1) _48+2-1 49
Y\1) 79 1°8)7 T 1 T

EXPERIENCE THE POW
FULL ENGAGEMENT...

RUN FASTER.
RUN LONGER.. -
RUN EASIER...
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hence

2 49 2.24-49 1
Cov(X,Y) = B{XY} — B{X}B{Y} = S — = = = — = ——.

Example 5.3 A 2-dimensional random variable (X,Y') has in the square defined by 0 < x < g and

0<y< g the frequency

h(z,y) = k(sinz + cosy),
while the frequency is 0 outside this square.

1
1) Prove that the constant k is equal to —.
™

2) Find the frequencies fx(x) and fy(y) of the random variables X and Y.
3) Find the means E{X} and E{Y} of the random variables X and Y.

4) Find the frequency fz(z) of the random variable Z = X +Y, and sketch the graph of the function.

1) Clearly, h(z,y) > 0, if and only if & > 0. If h(z,y) is a frequency, then necessarily

1 = /2/2h(:c,y)da:dy:k</2 {/QSinxdx}dy+/2{/2cosydy}dx>
o Jo 0 0 0 0

1
and we conclude that k = — as claimed.
T

2) When z ¢ }O, g [, then fx(xz) =0. When x € }O, g [, it follows by a vertical integration that

3 1 (3 1 1
fX(x):/ h(w,y)dy:—/ {sinz + cosy}dy = = sinx + —.
0 ™ Jo 2 ™

When z ¢ }O,

fy () :/0

[, then fy(y) =0. When y € ]O, g {, it follows by a horizontal integration that

o

B

1 [ 1 1
h d == — i d = — —.
(x,y)dx - /0 {sinz + cosy} dx 5 COSY + -
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3) The means are

3 (1 x 212 1 /3
E{X} = / :cfX(x)dx:/ —zrsinz+— pdx=|—= cosx+ — —|—f/ cos x dx
0 0 2 ™ 2 27T0 2 0
_r_ 1
8 2
and
3 3 (1 1 27% 3
E{Y} = / yfy(y)dy:/ {2y608y+}dy{ysiny+} **/ siny dy
0 0 T 2 2 0 0
o m 1 1
4 8 2 8 2

4) Clearly, X +Y has values in ]0, [. Since X and Y are not independent, the frequency of Z = X +Y
is given by

fz(z):/oo h(a:,zx)dx/g Wz, 2 — ) da.

—o00 0

Now let 0 < z < 7. The the integrand is # 0, if 0 < z < g and 0 < z—x < g,i.e. ifzfg <z <z

Then we must split into two cases:
T
a) f0<z< 5 then the domain of integration is 0 < = < z, so

fz = /Ozh(x,zx)d:z:;/Oz{sinerCOS(Zx)}dx

1 1
= —[-cosz+sin(z—2)]f =—{l+sinz —cosz}.
7r 7r
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Figure 8: The graph of fz(z).

b) If T < z < m, then the domain of integration is z — g <zr< g, hence
[~ cosz + sin(z — z)]f_

{—0+sin(ﬁ— >+cos( —ﬁ)—sin(—z>}—l{1+sin + cos z}
5 7 25 5) 1=~ z z}.

fz(z) =

(SE

A==
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Summing up,

1
—{l1+4sinz —cosz} f0r0<z§g,
T

= 1
fz(2) = —{1+4sinz+cosz} for%<z<7r7
T

0 otherwise.

Example 5.4 Let X andY be independent random variables, which both are rectangularly distributed
over the interval 11, 2].

X
1. Find the frequency of the random variable Z = v

Compute the mean of Z.
Find the median of Z.

=
+
NI~

A random variable U is given by U =

4. Which values can U have?

25
5. Find the probability that U < 2

1
1) Clearly, Z has its values in ] 2 2 [

X
The frequency of Z = v is given by

f2) = [ fx(ea) - fy(@) - Jel de = / fx(ex) z d.

0o
—00
1

1 2
When z € } —,2 [, then the conditions become 1 < z < 2 and 1 < zx < 2, hence — <z < —.
z z

[\V]

1 1
a) When z € } 2 1} , then the interval of integration is ] -2 {, hence
z

2

2 2 1 422 — 1

2
b) When z €]1,2[, then the interval of integration is } 1, - [, hence
z

d x2% 2 1 4 — 22
rzdr=|—| =——— R
2 |, z2 2 222

w =
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Summing up,

1 1
2_@ forze}?l]»
= 2 1
fZ) ;_5 fOI’ZE]]-72[7
0 otherwise.

2) The mean is

E{Z}

NN

1 2
}dz— {zzllnz]qu {QInzi]
2 5 41,

1 2
/ {QZi}dZJr/ {g
1 2z 1 L2
2
3

T I S SO SD IR,
- 172"y . T S

1
3) For 3 < z <1 the distribution function is given by

: 1 177 1 1 (22— 1)2
F = 2— —dt= |24+ =| =2 ——1-1=2 — = 2= —.
2(2) /{ 2t2} [ +2tL o Ty 22
2
1

When z =1, we get Fz(1) = =, so the median is (Z) = 1, and there is in this question no need to
find the expression of the distribution function.

1

1
4) If we put z = E € } 3’ 2 [, then v = z + —, which has a minimum for z = 1 and is increasing for
Y z

)
z €]1,2[. It follows that U has its values in [27 2 [

1 25 25
The inequality U = Z + 7 < 2 is equivalent to Z2 — T2 Z +1 <0, thus Z lies between the roots

of the equation
25
2
- — 1=0.
z 2 Z+

These roots are

2 25 2 2 49 1 2
B i I Y e N I B
24 24 24 2424 24 4

Then

=W Wl
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We shall now need the explicit expression of the distribution function Fz(z) when z €]1,2[. We
find

v (3)

hence by insertion

250 5 (3-1)° 5
P{U<—}—6—?—E—

|
| =

+
—
wl|
—N
Tl v

|
N~
—

QU

~

|
| =

+

|
o

|
N =+
—_
= ]

|
N =

|
EINEN)

I
[NR[HES

+

[\

+
DN | =

12

Example 5.5 A 2-dimensional random variable (X,Y) has in the domain given by 0 < z < a,
x<y<zxz+1 (wherea>0) the frequency

1
h(.’lﬁ,y) = Ea

while the frequency is 0 everywhere else in the (x,y) plane.

1) Find, possibly without first finding the marginal frequencies, the means E{X} and E{Y}, the
variances V{X} and V{Y}, and the mean E{XY}.

2) Indicate, expressed by a, the correlation coefficient o(X,Y).
3) Find lim, .o 0(X,Y) and lim,_,¢ o(X,Y).

Figure 9: The domain for a = 2.

1) It follows immediately that
1
- for z €]0,al,

fx(z)=¢¢

0 otherwise.
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thus X is rectangularly distributed, hence

E{X}=2  and V{X}—a—2
2 ° 12
Then
1 a r+1 1 a ) )
E{Y} = - ydy o de = — {(z+1)? —2?}da
a Jo z 2a Jo
1 [ 1 a a’+a a+1
= — 2 1 = [22 = =
2@/0 2z +1)dx 5 [2% + ], » 5
and
) 1 a z+1 ) 1 a 5 5
E{Yy?} = - ydy o doe = — {(z+1)°-2*} da
aJo z 3a Jo

/ {3x2+3x+1}dx:—[m3+—x2+x}
0 3a 2 o

2 6

gl= gl

{a3—&—§a2—&—oz}:l {2a2+3a+2},

www.sylvania.com
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hence
1 2 1 2
V{Yy} = 6{2a +3a+2}—1(a+1)
1 5 9 a®+1
= E{4a +6a+4— 3a —6a—3}: T
Finally,

E{XY} %/Oagc{/:+ d} :—/ x{2x+l}dm——/ {227 + 2} dx
1 a® +
Y
AR TORE

2) It follows by insertion,

Cov(X,Y)

E{XY} - E{X}E{Y} = %a2_~_ia_ g (a;—l)

w| ],
i~
e~
e~
o

This implies that

Cov(X,Y a? 1 a
o(X,Y) = # _ 2. _ _ .
VVixiv{y}r 12 \/a2 a?+1 Va2+1
12 12
3) The limits are trivial,
lim p(X,Y) = lim ——— =1
lim o(X,¥) = lim s = 1

and

1ir% o(X,Y)=0.
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Example 5.6 A 2-dimensional random variable (X,Y) has in the domain D given by 0 < x < 1,
0 <y <1, the frequency

f(z,y) =g

(= +97),
while the frequency is 0 everywhere else in the (x,y) plane.
1) Find the frequencies and the distribution function of the random wvariables X and Y.

2) Find the means E{X} and E{Y'}, the variances V{X} and V{Y'}, and the covariance Cov(X,Y).

3) Find the distribution function F(x,y) of the 2-dimensional random variable (X,Y) in the domain
D.

4) Find the set M of all points in the (x,y) plane, for which

7
F(.Z',y) = %7

and sketch the graph of the point set M.

0.8

0.6

0.4

0.2

Figure 10: The domain D.

1) When 0 < z < 1, then

6 ) 6 1 6 2

= — d = — — = — —

fx(x) 5/0 (z+9%) dy 5{x+3} FTE L
and fx(z) = 0 otherwise.

When 0 <y < 1, then

6 ! ) 6 (1 3 6
= - d = - —_ 2 = - _ 2
Ty (y) 5/0 (z+y?) do 5{2+y} ETEY

and f,(y) = 0 otherwise.
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Summing up, the frequency of X is given by

6 2
—r+ = for0 <z <1,

fx@=4{° 7

0 otherwise,

and the corresponding distribution function is

0, z <0,
3 2
Fx(z)=<{ —a22+ -, 0<x<l,
5 5
1 rz>1

Analogously, the frequency of Y is given by
3 6
g‘i‘ng for 0 <y <1,
fy(y) =

0 otherwise,

and the corresponding distribution function is

0, y <0,
2 3
Fyy)=q zv*+-y. 0<y<l,
5 5
L, y=>1
The means are
1
6 2 2 1 3
E{X}= —l 4 Cardr=-4-=2
{X} 0{59[: +5x}x 5+5 5
and
1
3 6 3 3 3
E{Y} = Cy+ -y rdy= —+ — = .
v} /0{5y+5y}y 0" 1075
Furthermore,
1
6 . 2 1(3 2 13
EIXx2\ — 23t 2V 2 )2 20
X /0{5x+5$ =523 T a0
and

1/t 1 6 11
Ely2l — = 32 + 6y  dy = =41+ b= —
{}5/0{y+y}y5 50T %
thus the variances are
13 9 65-54 11
0

ViX}=——-—= =
X 3 25 150 150’

84

Download free eBooks at bookboon.com

5. Miscellaneous examples



Random variables 11 5. Miscellaneous examples

and
1 9 2
Yi=—-—=—.
Vivi 25 25 25
Finally,
1 1 1
1
E{XY} = §/gc /(acy+y3)dy dng/m E4—— dz
5 Jo 0 5 Jo 2 4

3 ! 3 (2 1 3.7 7
10 J, (22% +2) do 10{3+2} 60 207

hence the covariance is

7 9 3-3 1

Cov(X,Y) = E{XY} ~ E{X} - B{Y} = 35 — o= = 100~ = 10

360°
thinking.

Deloitte.
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Figure 11: The domain of integration for the determination of F'(z,y).

3) If (z,y) € D,ie. 0 <z <1and 0<y <1, then the distribution function is given by

6 [* 1
F(x,y) 5/0{ (t+u?) } {ty+§y3}dt
_1
5

—61x—|—1x
- 5l12vY T3

(32%y + 229°) = %xy (3z +2y°) .

o 02 04 06 08 12714

Figure 12: The curve M, where F(x,y) = 20"

4) We have in D,

3 2
Fla,y)=cy-o®+ =y’ 2= o,

when
(12y) - 2® + (8y*) . — 7=0.
Since y # 0 for every solution, we find by solving with respect to = that

=8y /64yS +4-7 12y \[4yS + 21y — 243
N 24y N 6y '
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1 1 1 7
If we in particular choose y = 1, then =z = G {V4+21 -2} = 3 Then F (§,y> =3 for every
y>1

Choosing = = 1, the equation is reduced to 8y3 + 12y — 7 = 0, the only solution of which in [0, 1]

1 1 7
sy = 3 Then F (%5) =% for every z > 1.

Example 5.7 A point set D in the (z,y) plane is the union of the following two sets

D = {(x,y) ’0§x<1,0<y<7},

Do

Il
—
&
s
o
IN
8
AN
v)—‘
AN
AN
—
H/_/

A 2-dimensional random variable (X,Y) has in D the frequency f(x,y) = 2, while the frequency is 0
everywhere else in the plane.

1) Find the frequencies fx(x) and fy(y) of the random variable X and Y.
2) Find the means E{X} and E{Y'} and the variances V{X} and V{Y}.
3) Find the covariance Cov(X,Y).

08

0.6

04

0.2

Figure 13: The subdomain D; is the lower triangle and the subdomain D, is the upper triangle.

1) By mental arithmetic (i.e. it is strictly speaking a vertical integration) it follows that
1 for z € [0, 1],
fx(x) =

0 otherwise.

so X is rectangularly distributed over [0, 1].
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1
When y € {0, 5] , we get by a horizontal integration (also mental arithmetic) that
fry)=2-1-2y)=2-4y.
1
If on the other hand, y € [5, 1} , then analogously,

frly)=2-(2y—1)=4Y — 2.

Summing up,

2 — 4y for y € {0,

|

Irly) = 4y — 2 forye]%,l],

N =

0 otherwise,

which is reduced to
22y — 1] for y € [0,1],
fy(y) =

0 otherwise.

2) Since X is rectangularly distributed, we have

1 1
E{X}=- X} =—.
{X}=5 and  V{X}=,
1
It follows by the symmetry that E{Y} = 3

ALTERNATIVELY, this follows by the computation

3 1 4 .]% T[4 . 1
E{Y} = / (2y — 4y?) dy +/1 (4y® — 2y) dy = {yQ — = y‘ﬂ - { y? — yz}
0 3

37 1, 3 )
2
RIS DA S R |
4 6 3 6 4 2
Furthermore,
} 1 2 : '
E{Y?} / (29 — 4y®) dy+/ (4y° — 2¢%) dy{gy?’y“} +{y43y3}
0 1 0 1
1 1+1 2 1+1 1 1+1 2 1 _16-3 13
6 16 3 16 6 3 8 3 3 8 24 24’
hence
13 1 7
V{Y}’M 4 24
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3) First compute

E{XY} = // mydmdy+2//szydxdy
_ 2/0 x{/jydy}dw%—Z/Ol{/l;ydy}dx:/olx{<§)2+l—(1;$>2}dx
_ /le{1~|—22$'<_%>+1}dx:%/011:(4—1—2x)dx

1/t 1 /3 2 1 0-4 5
= = 32 -2 de==- (2 -2 )=2._~ =~
4/0(”3 v) d 4(2 3) 176 2

We finally get

Cov(X,Y) = B{XY} — E{X}E{y}_%_
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Example 5.8 A 2-dimensional random variable (X,Y) has in the domain D =]0,1[x]0,1[ the fre-
quency

fla,y) =3 (zy® +ya?)
while the frequency is 0 everywhere else in the (x,y) plane.
1. Find the frequency fx(x) and the distribution function Fx(z) of the random variable X.
2. Compute the mean E{X} and the variance V{X}.

3. Find for every real number k the simultaneous distribution function F(x,y) of (X,Y) at the point
(k, k).

1
4. Find the probability that both X andY are smaller than 3"

1
5. Find the probability that both X and Y are bigger than 3

The parabolic arcs y = x? and y = \/z, 0 < 2 < 1, divide D into three domains Dy, D, D3.
6. Find the probabilities

P{(X,Y)e Dy}, P{(X,y)€ Dy} and P{(X,Y)€ Ds}

08

0.6

0.4

0.2

Figure 14: The domain D.

1) When z €]0, 1], we get by a vertical integration,

1
3
fx(x) :3/ (ch2+y2m) dy =z + 5962,
0

thus the frequency is

x—i—%x{ x €]0,1],
fx () =

0, otherwise,
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and the distribution function is

0, <0,
1 )
F(z) = 3 (22 +2%), O<az<l,
1, z>1

1
E{X} = ; {x2 + —,x3}dx =

the variance becomes

11 17\? 139

2
Figure 15: The domain of integration for the determination of F'(k, k); here k = 3"

3) When k <0, then F(k,k) =0, and when k& > 1, then F(k, k) = 1.
When 0 < k < 1, then

k k k 3 k
/ / (3xy2 + 3yx2) dy p dx = / {xyg + = szQ} dz
0 0 0 2 y=0

k 3 1 1 k
/ Br+ 2 k22?2 Vde = | 2 kBa? + 2 K223 = kS,
0 2 2 2 0

F(k, k)
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1
4) The probability that both X and Y are < 3 is

5
1 1 11 1 1
<— <— = —. = = — = —,
P{X—2’Y—2} F(2’2> (2) 32

Figure 16: The domain of integration of question 5 is the upper square.

1
5) The probability that both X and Y are > > is due to the symmetry,

Plx=Llys! —pdpstloply sl plx L
2 2 2 2 2
1 11
_ < = Z 2 ) =1_
1 2P{X2}+F(2,2> 1 2FX<

(L ), L3284l 2
- 4 8 32 32 327

Figure 17: The domains D; (down most), Dy (in the middle) and Ds (uppermost).
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6) It follows by the symmetry that
P{(X,Y) € Dy} = P{(X,Y) € Dy},
hence
P{(X,Y)e Dy} =1-2P{(X,Y) € Dy}.

Then by a planar integral,

P{(X,Y)e Dy}

1 z? 1 z?
/ / (3xy2 + 3ya:2) dy pdx = / [my?’ + 3 yQ:UQ} dx
0 0 0 2 0

1
3 13 7+12 19
7 6
— d = — _— = = —
/O{m+2x}x 87127 56 56

hence
19
P{(X,y) € D1} = P{(X,Y) € D5} = .,
and
19 9
P{(X,Y)e Dy} =1- %8 = 28
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Example 5.9 Given for every k €10, 1[ a function fr by

ke ® +2(1 — k)e2* forz >0,

Ji(@) =
0 for x <0.

1) Prove that fi(z) is a frequency of a random variable, which is denoted by Xj.
2) Find the distribution function Fi(x) of X.

3) Find the mean and variance of Xj.

4) Find the median of X%,

5) The random variable Yy, is given by

X
Y, = exp <7k) .

Find the distribution function and the frequency of Y, and compute the mean E {Y;}.

6) Then assume that the random variable Xy s observed twice by independent observations. Find
the probability that the second observation is bigger than the half of the first one.

1) When k €]0,1[, then fi(xz) > 0. Then by an integration
oo o0 1
[ h@de= [ ket r20 -0 pde ka2 0o =1,
—o0 0

thus fi(z) is a frequency of a random variable Xj.

2) When z < 0, then Fy(z) =0. When = > 0, then

Fk($)

/O {ke " +2(1—k)e >} dt = [~ke™ — (1 —k)e ],
= 1—-ke®—(1-ke ?,
hence summing up,

l1—ke®—(1—k)e 2 for x > 0,
Fi(x) =
0 otherwise.

3) The mean is

e 1 1
E{X}:/ {k-xe_m—i—(l—k)~2xe_2m}dx=k-1!+§(1—k)~1!:%k.
0
Furthermore,
E{X?} = / {k-2?e™" +2(1—k) 2% *}da
0

1 1-% 1+ 3k
= k-2+-(1-k2=2%+"—"="""
k +4( k) k+ 5 5
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so the variance becomes

1+3k(1+k)21

1+ 4k — k2

V{X) = .

—_— —_— —_— —2 =
. 5o ) = {26k —1-2k 1"}

1
4) The median (X ) is the solution of F'y (z) = 3 i.e. of the equation

1
2

1
1——e ™ —
26

() =3

This is rewritten as the equation of second degree in e~ %,

N~

(™) 4 (e*)—1=0,
hence

e =~ (4)

Vi o VE-1 2
2 2 5+l

and whence

(ngm(ﬁ?4>

5) The image of Yy, is |1, 00[. When y €]1, co[, then

Frly) = P{Yk — exp (%) < y} — P{X, <2 Iy} = Fy(2 Iny)

i ol Eo1—k
1-]416 21 y—(l—k)e 221 yzl—E—?

)

hence the distribution function is
k 1-k
e
FYk (y) =

fory > 1,

0 for y < 1.
The corresponding frequency is obtained by a differentiation,
2k 4(1 -k
2% 401K

3 5
fYk(y): Y 4
0 for y < 1.

for y > 1,

The mean is

pid= [Cumwa= [ {5 a—ma fa-n =S na.
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Figure 18: The domain of integration of question 6 lies in the first quadrant above the oblique line.

6) Let X7 /2 and X {’/2 be two independent random variables, both of the frequency f; /2. Then

P{ i’/2>;X{/2}:/_0{/_ fl/g(x)fl/g(y)dy}dx

< (1 1 1
:/O' {463x/2+4e2w+265x/2+263m}dm
_l2 11 12 11 79
T 434 2 25 2 3 12
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Example 5.10 A rectangle has the side lengths X1 and X2, where X1 and X5 are independent random

variables, and where X1 and Xy are both rectangularly distributed over ]1,2].

Let Y1 = 2X7 + 2X5 denote the circumference of the rectangle, and let Yo = X1 X5 denote the area of

the rectangle.

1) Compute the mean and the variance of Yi.
2) Compute the mean and the variance of Ys.
3) Compute the covariance Cov(Yy,Y3).

4) Compute the correlation coefficient o (Y1,Y2).
5) Compute the frequency of Y.

6) Compute the frequency of Ys.

1) Since X; and X5 are independent, and e.g.
2 3
E{X;} :/ tdt = —,
1 2
which of course also can be seen directly, we get
2 3
E{Vi} = 2E{X,} +2E{X,} = 4/ tat=1-3 =,
1

and

o=zt v = f (-3 =3 [-9)]

1

just to demonstrate a couple of the possible variants. (There are of course more direct method by
e.g. applying that the mean and variance are known for the rectangular distribution).

2) For the same reason,

E{Y2} =FE{X\} E{X2} =

N W
N o

=] ©

Furthermore,

B{Y2) = E{X?} E{x}) = {/12$2dx}2 _ {E”{F _ <§)2 _

hence

4

2 49 (9\® 49 81 55
9 16 144

V(e =E{} - (Bl =
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3) Since the covariance is bilinear, we get by insertion of Y7 = 2X; + 2X5 and Y5 = X; X that

Cov (Yl,YQ) = Cov (2X1 + QXQ,Xng)

2 Cov (Xl,XlXQ) + 2 Cov (XQ,XlXQ) =4Cov (Xl,Xle)
= 4(F{X;-X1Xo} - E{X1} - F{X1X5})

= 4 (B{X2} B{Xa) — (B{X:})? B{Xs))

= 4(B{X?} - (B{X1})?) B{X} =4V {X:} B{X;}
1 3 1
SRRt

because it follows by question 1 that

1

Vixy=gvini=1 2o o

1 2
8 3

which we also can obtain directly by using that X; is rectangularly distributed.
4) We have now

%)

1 2
COV(Y17Y2):§, V{Yl}ig, V{}/Q}:m,

13
- |
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so the correlation coefficient is

5. Miscellaneous examples

Cov (Y1,Y2) 5 V312 6v3 54 3/330

Q(Y17Y2)_ = 2 =

_¢X{Y1}~V{Y2}_¢§.%‘ 9v110  vilo V55

where there are more possibilities of the indication of the result.

First compute the frequency of X; + Xs:

o) = [ " f(@) fls - @) d,

where

1 for z €]1, 2],
fx) =

0 otherwise.

If g(s) # 0, then we must have the restrictions

1< <2 og l<s—z <2,
i.e. after a rearrangement

l<z <2 and s—2<zx<s—1.
Then we have two possibilities,
a) When s €]2, 3], then g(s) = fls_l ldr =s—2.
b) When s €]3,4], then g(s) = ff_Q ldr =4 —s.

0.8
0.6
04
02

Figure 19: The graph of g(s).
Summing up we get
s—2, for 2 < s <3,
g(s) =< 4—s, for 3 < s <4,

0, otherwise.
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The random variable Y7 = 2 (X7 + X5) has the frequency
1 s
0= 4a(3).
(5) =593
where g €12,4] for s €14,8], i.e.

1 /s S
: __2):__1 for4 < s<
2<2 1 , or4<s<6,

(4—5):2—2, for 6 < s <8,
0, otherwise.
ALTERNATIVELY, it is seen that 2X; and 2X, are both rectangularly distributed over ]2, 4].

ALTERNATIVELY we consider a figure in order to determine the the distribution function of 2X, +
2X5. We have two cases:

05

Figure 20: When 4 < s < 6, then the distribution function H(s) is the area of the triangle of the
figure.

a) When 4 < s < 6, then the distribution function is equal to the area of the triangle on figure 5,
the smaller sides of which both have the length % — 1, thus

We get the frequency by a differentiation,

ne)=(3-2) 5=3-1

b) When 6 < s < 8, then the distribution function is equal to the area of the square minus the
area of the triangle on figure 5a, hence
1

H(s):1—§(4—§)2.
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Figure 21: When 4 < s < 6, then the distribution function H(s) is the area of the square minus the

area of the triangle on the figure.

We get the frequency by a differentiation,
sy 1 ]
h :(4—7)-7:2—7.
(5) 2) 2 2

Summing up that we again obtain (2).

6) The frequency of Yo = X7 X5 is

k) = [ @ (2) e

If the integrand is # 0, then we must have 1 <z < 2 and 1 < s < 2, thus
x

l<x<?2 and §<x<s.

Again we have two cases.
a) If s €]1,2], then

k(s) z/ ldm =lIns.
1

x
b) If s €]2,4[, then
21 s
k(s) = —dr=In2—-In- =In4 —Ins.

Hence we get

In s, for 1 < s <2,
4
(3) k(s)=4 In4d—Ins=1In—, for 2 < s < 4,
S
0, otherwise.
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ALTERNATIVELY one may again apply a consideration of a figure in the determination of the
distribution function of X1 X5, where we again must consider two cases:

a) When 1 < s < 2, then the distribution function H(s) is equal to the area of the curvilinear
triangle on the figure on the next page, hence

X

K(s):/15<£—1) dr=slns—s+1.
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Figure 22: The distribution function H(s) is the area of the curvilinear triangle.

We obtain the frequency by a differentiation,

k(s) =1n2, for1 <s<2.

25

Figure 23: The distribution function is the area of the square minus the area of the curvilinear triangle.

b) When 2 < s < 4, then H(s) is the area of the square minus the area of the curvilinear triangle,
hence

K(s):l—LQ{l—(2—1)}d$:1—ﬁ2(2—2)d3§:—3—|—sln4—|—s—slns.

We obtain the frequency by a differentiation,

k(s) =In4d —Ins, for 2 < s < 4.

Summing up we again obtain (3).
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Example 5.11 A 2-dimensional random variable (X,Y) has the frequency

4x(1 —y), 0<zr<l,0<y<l,
flz,y) =

0, otherwise.

1) Prove that the random variables X and'Y are independent.
2) Find the means E{X} and E{Y}.

3) Find the variances V{X} and V{Y}.

4) Find the frequency of the random variable X —Y .

5) Let C denote the disc * + y?> < 1. Compute P{(X,Y) € C}.

08

0.6

04

0.2

Figure 24: The domain D, where f(z,y) # 0.

1) It follows immediately that

2z, 0<x<l,

fx(x) =
0, otherwise,
and
2(1-y), O0<y<l,
fr(y) =
0, otherwise,
Furthermore,

f(z,y) = fx (@) fr(v),

so X and Y are stochastically independent.
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2) The means are given by

E{X}= 2r*dx = -
0 3

and
1
E{Y}:/ (2y—2y2) dy=1—--=—.
; 373
3) Tt follows from

1
E{X?} :/ 20 do = %
0

that
1 4 1
Xl=—- - - = _
Vi) 2 9 18
Similarly

! 2 1
E{Y?} :/O (2y° —2¢°) dy = S5
implies that

V{Y}=

[
—_
oo

4) The random variable Z = X —Y has its values in | — 1, 1[. The frequency is for —1 < z < 1 given
by

fz(z) = /jo fx(@) fy(z — 2) dx.

The integrand is # 0, when 0 < x <1 and 0 < & — 2z < 1, i.e. when
O<o<l and z<x<z+1
We shall then split into two cases:

a) If z €] —1,0], then the domain of integration is ]0, z + 1, thus

z+1 z+1
fz(z) = / fX(x)fy(x—z)dwzél/ (14 2z —2a)dx
0 0
[ o 4 g7 3_4 3_ 2 3
= [2(14+2)z"— -z =2(1+2)0’—=(1+2)°==(1+2).
i 37, 3 3
b) If z €]0, 1[, then the domain of integration is ]z, 1[, thus
[ o 4 5] 4 2 4 3
fz(z) = |[2(1+2)x — 3¢ :2(1—|—z)—§—2(1—|—z)z —|—§z

2 2 2
= §+2z—§z?’—2z2:5{1—23+32(1—z)}
— %{1—1—32—322—,23} <:§(1—z)(1+4z+z2)>.
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Summing up,
(1432 + 327 +2%) for z €] —1,0],

fz(z) = (1+3z—3z2—z3) for z €]0,1],

wlinn wWiN

0 otherwise.
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¢) By considering a figure it follows by using polar coordinates.

z 1
_/ {/ 4r cosgp(l—rsingp)rdr} dy
0 0

/% 4 , 4 1, F
= —cosp—cosp-sing | dp= |- sinp — = sin”
R 3 2

1

2

P{(X,Y) e C}

I
\
3
S
~
—~
&
<
Iy
8
U
<
|

I
S—
ol
S
2.
—
o~
5
()
o
@]
1]
AS)
|
N
5
w
o
o
3
AS)
&,
=
S
SN—
IS
3
——
QU
AS)

0

Example 5.12 A 2-dimensional random variable (X,Y) has the frequency

1
§a:y O<y<a <2,
fla,y) =

0 otherwise.
1) Find the frequencies fx(x) and fy(y) of the random variables X and Y.
2) Find the means E{X} and E{Y'} of the random variables X andY .
3) Find the medians of the random variable X and Y .
4) Find the frequency fz(2) of the random variable Z = X +Y.

1 1
5) Find the means E{Z} and E {E} of the random variables Z and 7

Figure 25: The domain D, where f(z,y) # 0.

1) If 0 < 2 < 2, then we get by a vertical integration,

1 1 .
fX(fC):/O ixydyzzx‘s.

If 0 < y < 2, then we get by a horizontal integration,

= [ yavde=ty(-y) =y Ly
yy—nyyx—4y y)=Y 4y~
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Summing up,

L 5 L g
Zm O0<z <2, y—Zy
Ix(z) = Ty(y) =

0 otherwise, 0

2) The means are given by

1 ﬂlg_s
o 20 5

2
Lo,
E{X}f/o 1% dx = [20:5

and

2 1 ¥ 517 8 8 16
E Y - 2—— 4 d = _—— — = - — — = —.
v} /O {y 4y} Y {3 20]0 3 5 15

3) The distribution function Fx(z), when 0 < = < 2, is given by

1 1
FX(Q:):/O Zt3dt:Em4 [:— forx:{l/g],

hence the median is (X) = /8.

The distribution function Fy (y), when 0 < y < 2, is given by

1 1
F: =y - —yt
v(W) =59~ 16Y
The median is given by
1 1 1
—y? - =yt hence 8y? —yt =8,

2 167 2
and whence by a rearrangement,

(1) =8 +8=0, ie (42 —4)°=38

0<y <2,

otherwise.

5. Miscellaneous examples

Therefore, we get y? = 4 + /8. However, since also 0 < y < 2, we cannot apply +, so we conclude

that y? = 4 — /8, which implies that the median is

4) Clearly, Z = X + Y has its values in ]0,4[. The frequency is

foo) = [ oz - a)as,

where the integrand is # 0, when 0 < z — z < z < 2. The conditions are

4) 0<z<?2 and §<x<z,

which both should be fulfilled.

When f(x,z — 2) # 0, then an integral is given by
L oo 1 3

1 1
/f(x,z—x)dm:/ix(z—m)dx—sz 5T = ¢
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a) When z €]0, 2, then the domain of integration is } %, z [, according to (4). Hence

f (z)—/zf(x z—x)dx = i3102(3,2—255) Z—izs—iz?’—zj
z VA 12 T 12 24° T 24

Z
2

z

b) When z €]2,4], then the domain of integration is ] 2 2 {, according to (4). Hence

2 2
fz(z):L flz,z —x)de = [1121'2(322@}2 :%(32—4)—5:2—3—

Summing up,

2_4 for 0 < z < 27
- 4 2
fz(2) Z_g_% for 2 < z < 4,
0 otherwise.
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5) The means are

8 16 40 8
E{Z} = E{X} -‘rE{Y})g + E = B = g,

and

1 2 2 41 2 1 11 4 4
{Z} /024Z+/2{ 3 2 24}Z gty zh2=g(-m2

Example 5.13 A 2-dimensional random variable (X,Y) has the frequency

€7|m\ : eiya Yy > |LE‘,

f(x,y) =

0, otherwise.

1) Find the frequencies fx(x) and fy(y) of the random variables X and Y.
2) Find the means E{X} and E{Y'} of the random variables X and Y.

3) Prove that the random wvariables X and Y are non-correlated.

4) Check if the random variables X are Y independent.

5) Find the frequency fz(z) of the random variable Z = X +Y.

Figure 26: The support of f(z,y) with a couple of paths of integration.

1) Clearly, we must split into the two cases z > 0 and = < 0.

a) If > 0, then

o0

fx(z)= e_””/ e Vdy=e %",
y

=T
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b) If x < 0, then

Summing up,
fx(x) =e 2ol z €R.

If y <0, then fy(y) =0. If y > 0, then
y Yy
fr(y) = e*y/ e 17l dy = 2e*y/ e dr=2e"Y (1—e7Y).
—y 0

Summing up,
2eV(1—eY) for y > 0,

fr(y) =
0 for y < 0.

2) Due to the exponential factors, the integrals of the means are clearly convergent. We conclude by
the symmetry that

E{X}= / e 2l dy = 0.
Furthermore,

oo
1
E{Y} :/ {2ye ™ —2ye M} dy=2— 5=
0

3) It follows from

oo

B{XY} = /

y=0

ye ¥ {/i_u ze Il dx} dy=0=E{X}-E{Y},

that X and Y are non-correlated.
4) Since f(z,y) # fx(z) fy(y), we conclude that X and Y are not independent.

5) Since f(x,y) is only # 0 for y > |z|, it follows that Z = X +Y can only have values > 0. If z > 0,
then

fz(z) = /Z flz,z —z)dx.

z
Since z > 0, the integrand is # 0 for x — 2z < z < z — x, hence for z < 3 Then

5 0 5
fz(z) = / e~ 17l er=% dg = / e dy e + / ldz-e™*
—00 —00 0
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Summing up,

(I+2)e* for z > 0,

DN | =

fz(2) =

0 for z < 0.

Example 5.14 A rectangular triangle has its shorter sides X1 and Xo, where X7 and Xo are inde-
pendent random variables of the frequencies
1
5 X1, O0<a < 2,
fx, (z1) =

0, otherwise.

1
- 0<xy <2,
fX2 (1‘2) =

0, otherwise.
Let Y1 = X1 + X5 denote the sum of the lengths of the shorter sides, and let Yo = %Xng denote the
area of the triangle
1) Compute the mean and the variance of Y7.
2) Compute the mean and the variance of Ys.
3) Compute the frequency of Yi.
4) Compute the frequency of Ys.
5) Check if the random variable Z = X5/ X4 has a mean, and if so, find it.

We start by the following computations,
2 2
1 1 4
E{Xy} :/0 §$?d331 = [61‘:1)’}0 =3

and

24 1 2
E{X%}:/ Ex‘;’dxlz [gxﬂ =2,
0 0
thus the variance of X is

16 2
ViXi}=2——=-.
{ 1} 9 9

Analogously,

21 1 ,]?
E{XQ}:/ §x2dx2= [Z x%} =1,
0
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and
2 2
1 1 4
E{X2 :/ —$2d$2={—$3} =,
{¥:} 0 277 6%, 3

hence
4 1
V{Xpb=2-—-1=2
X2} =3 3’
which also follows directly from the fact that X5 is rectangularly distributed over 0, 2[.
Since X7 and X, are stochastically independent, the following computations become much easier.

1) The mean and variance of Y7 are

4 7

E{Vi} = E{X1 + X5} = E{X1} + E{Xo} = 5 +1= g,
and

2 1 5

VN =V{Xi+ X} =V{X}+V{Xa}t =5+ 0 =0
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2) The mean and variance of Y, are

1 1 1 4 2
E{Y2}E{§X1X2}EE{X1}~E{X2}§.§.1§’

and
1 1 4 2
E{Yzz}ZZE{X%}'E{XS}ZZQQZg,

hence

vial =B} - ey =5 (3) =5

3) Since X; and Xs only have values between 0 and 2, it follows that Y7 = X; + X5 has only values
between 0 and 4, and the frequency of Y7 is given by the convolution integral

fvi (y1) = /_Oo fx, (@) fx, (y1 — x) dz.

This expression is only # 0, when 0 < x < 2 and 0 < y; — = < 2, so the restrictions are
O<z <2 and Y1 —2<z<y;.

a) If 0 < y; < 2, the restrictions are reduced to 0 < z < yy, hence

2 2
fri ) = /yl_g ixdm - E QCQL_Q - % - % (1 —2)° = %yl - éy?.
Summing up,
L o
gyh for 0 <y; <2,
fvi (y1) = %yl,%y%’ for 2 < y; < 4,
0, otherwise.

1 1
4) Analogously, Y = 3 X1Xo = Xy - <§ X2> has only values between 0 and 2. The rewriting is

convenient, because — X» is rectangularly distributed over 0, 1] of the frequency

1, for z €]0, 1],

g(z2) =
0, otherwise.
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If 0 < y2 < 2, then the frequency of Y3 is given by

Iy (y2) = /O; fx (z)g (‘71—2) ﬁdm

the integrand is # 0, when 0 < z < 2 and 0 < %2 < 1, so we get the restrictions
x

0<z<2 and 0<ys<u, thus Yo < T < 2.
Hence,
2 2
1 dx 1 1
fralw) = [ qer = [ Jdo—1- g
y22 x y22 2

and summing up,

1
1—§y2 for 0 < yo < 2,
fra (y2) =

0 otherwise.

5) Since X; and C5 aer independent, we get

E{Z}=E{X 1 = E{X:}-E L G /zi Lovdz = Yo =1
B 2X1 n 2 X1 B o T1 21 1_21 o

In particular, the mean exists.

Remark 5.1 It is possible, though far more difficult first to solve the questions 3 and 4, from which
questions 1 and 2 can be derived. These computations are far bigger than the computations above. ¢
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Index

2-dimensional random variable, 5
almost everywhere, 7

causal distribution, 4

Cebysev’s inequality, 13
conditional distribution, 11
conditional distribution function, 11
conditional probability, 11
continuous distribution, 5, 6
continuous random variable, 5, 6
convergence in distribution, 16
convergence in probability, 16
correlation, 15

correlation coefficient, 21
covariance, 15

discrete distribution, 4, 6
discrete random variable, 4, 6
distribution function, 4

expectation, 11

frequency, 5, 6

Helly-Bray’s lemma, 16
independent random variables, 7
Jacobian, 10

law of total probability, 11, 18

marginal distribution, 5
marginal frequency, 6
mean, 11

median, 4

moment, 12

null-set, 7

Poisson distribution, 58
polar coordinates, 42
probability field, 4

quantile, 4

random variable, 4

Index

rectangular distribution, 42, 76, 79, 85, 96, 111,
112

simultaneous distribution, 5
simultaneous distribution function, 6
skewness, 21

transformation theorem, 8

weak law of large numbers, 16
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