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Preface

This book deals with several aspects of stochastic process theory: Markov
chains, renewal theory, Brownian motion, Brownian motion as a Gaussian pro-
cess, Brownian motion as a Markov process, Brownian motion as a martingale,
stochastic calculus, It6’s formula, regularity properties, Feller-Dynkin semi-
groups and (strong) Markov processes. Brownian motion can also be seen as
limit of normalized random walks. Another feature of the book is a thorough
discussion of the Doob-Meyer decomposition theorem. It also contains some
features of stochastic differential equations and the Girsanov transformation.
The first chapter (Chapter 1) contains a (gentle) introduction to the theory
of stochastic processes. It is more or less required to understand the main
part of the book, which consists of discrete (time) probability models (Chap-
ter 2), of continuous time models, in casu Brownian motion, Chapter 3, and
of certain aspects of stochastic differential equations and Girsanov’s transfor-
mation (Chapter 4). In the final chapter (Chapter 5) a number of other, but
related, issues are treated. Several of these topics are explicitly used in the
main text (Fourier transforms of distributions, or characteristic functions of
random vectors, Lévy’s continuity theorem, Kolmogorov’s extension theorem,
uniform integrability); some of them are treated, like the important Doob-Meyer
decomposition theorem, but are not explicitly used. Of course It6’s formula
implies that a C%-function composed with a local semi-martingale is again a
semi-martingale. The Doob-Meyer decomposition theorem yields that a sub-
martingale of class (DL) is a semi-martingale. Section 1 of Chapter 5 contains
several aspects of Fourier transforms of probability distributions (characteristic
functions). Among other results Bochner’s theorem is treated here. Section
2 contains convergence properties of positive measures. Section 3 gives some
results in ergodic theory, and gives the connection with the strong law of large
numbers (SLLN). Section 4 gives a proof of Kolmogorov’s extension theorem
(for a consistent family of probability measures on Polish spaces). In Section
5 the reader finds a short treatment of uniform integrable families of functions
in an L'-space. For example Scheffé’s theorem is treated. Section 6 in Chapter
5 contains a precise description of the regularity properties (like almost sure
right-continuity, almost sure existence of left limits) of stochastic processes like
submartingales, Lévy processes, and others; it also contains a proof of Doob’s
maximal inequality for submartingales. Section 7 of the same chapter contains
a description of Markov process theory starting from just one probability space
instead of a whole family. The proof of the Doob-Meyer decompositon theorem
is based on a result by Komlos: see Section 8. Throughout the book the reader
will be exposed to martingales, and related processes.
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Readership. From the description of the contents it is clear that the text
is designed for students at the graduate or master level. The author believes
that also Ph.D. students, and even researchers, might benefit from these notes.
The reader is introduced in the following topics: Markov processes, Brownian
motion and other Gaussian processes, martingale techniques, stochastic differ-
ential equations, Markov chains and renewal theory, ergodic theory and limit
theorems.
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CHAPTER 1

Stochastic processes: prerequisites

In this chapter we discuss a number of relevant notions related to the theory
of stochastic processes. Topics include conditional expectation, distribution of
Brownian motion, elements of Markov processes, and martingales. For com-
pleteness we insert the definitions of a o-field or o-algebra, and concepts related
to measures.

1.1. DEFINITION. A o-algebra, or o-field, on a set €2 is a subset A of the power
set P (Q) with the following properties:

(i) Qe A;
(ii)) A € A implies A¢:= Q\A € A,

a0
(iii) if (A,),>, is a sequence in A, then U A,, belongs to A.
n=1
Let A be a o-field on 2. Unless otherwise specified, a measure is an application

p: A — [0, 00] with the following properties:
1 () = 0;

if (A,), is a mutually disjoint sequence in A, then

N(UATL> = Z ZU(An): ZM(An)-

N—w j=1

If o is measure on A for which p () = 1, then p is called a probability measure;
if 1 (Q) < 1, then p is called a sub-probability measure. If y: A — [0,1] is a
probability space, then the triple (€2, A, u) is called a probability space, and the
elements of A are called events.

Let M be a collection of subsets of P (£2), where 2 is some set like in Definition
1.1. The smallest o-field containing M is called the o-field generated by M, and
it is often denoted by o (M). Let (£2, A, 1) be a sub-probability space, i.e. u is
a sub-probability on the o-field A. Then, we enlarge €2 with one point /A, and
enlarge A to

AP =0 (Au{L}) ={AeP(Q%): AnQeA}.
Then p® : A® — [0, 1], defined by
po(A) = p(An Q) + (1 —p(Q)1a(D), AecA®, (1.1)

turns the space (QA,AA, ,uA) into a probability space. Here QO = Q u {A}.
This kind of construction also occurs in the context of Markov processes with
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finite lifetime: see the equality (3.75) in (an outline of) the proof of Theorem
3.37. For the important relationship between Dynkin systems, or A-systems,
and o-algebras, see Theorem 2.42.

1. Conditional expectation

1.2. DEFINITION. Let (2, A,P) be a probability space, and let A and B be

P(AnB
events in A such that P[B] > 0. The quantity P (A | B) = % is then

called the conditional probability of the event A with respect to the event B.
We put P (A | B) = 0if P(B) = 0.

Consider a finite partition {By,...,B,} of Q with B; € A for all j = 1,...,n,
and let B be the subfield of A generated by the partition {Bj,..., B,}, and

write
n

P[A] %] - Y E(A] B) 1y,
j=1
Then P [A | B] is a B-measurable stochastic variable on 2, and

JIP’[A|B]dIP’=J 14dP for all B € B.
B B
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Conversely, if f is a B-measurable stochastic variable on ) with the property
that for all B € B the equality §, fdP = {,14dP holds, then f = P[A | B]
P-almost surely. This is true, because SB (f —-P [A | B]) dP = 0 for all B € B.
If B is a sub-field (more precisely a sub-o-field, or sub-o-algebra) generated by
a finite partition of 2, then for every A € A there exists one and only one class
of variables in L' (€2, B,P), which we denote by P[A | B], with the following
property

J]P’[A\’B]dpzf 14dP for all B € B.
B B

The variable 2?21 P(A ‘ B;) 1p, is an element from the class P [A } B|.

If we fix B € A with P (B) > 0, then the measure A — P (A | B) is a probability
measure on (2, A). If P(B) = 0, then the measure A — P (A | B) is the zero-

measure.

Let X be a P-integrable real or complex valued stochastic variable on €2. Then
X is also P ( ‘ B)—integrable, and

JXd]P’ (-] B) = EEE)((—;;B’], provided P (B) > 0.

This quantity is the average of the stochastic variable over the event B. As
before, it is easy to show that if B is a subfield of A generated by a finite
partition {By,...,B,} of €, then there exists, for every P-integrable real or
complex valued stochastic variable X on €2 one and only one class of functions
in L' (Q, B, P), which we denote by E[X | B] with the property that

JE[X\%]szJ X dP forall Be B.
B B

The variable Z?=1 § XdP ( ’ Bj) 1p, is an element from the class E [X ‘ B].

The next theorem generalizes the previous properties to an arbitrary subfield
(or more precisely sub-o-field) B of A.

1.3. THEOREM (Theorem and definition). Let (2, A,P) be a probability space
and let B be a subfield of A. Then for every stochastic variable X € L' (2, A, P)
there exists one and only one class in L' (Q, B,P), which is denoted by E [X ‘ B]
and which is called the conditional expectation of X with respect to B, with the
property that

JE[X\B]lezf X dP  for all Be B.
B B

If X = 14, with A € A, then we write ]P’[A | B] instead of E [1A ‘ B]; if B
is generated by just one stochastic variable Y, then we write E [X ‘ Y] and
P[A | Y] instead of respectively E [X | o (Y)] and P[A | o (Y)].

PRrROOF. Suppose that X is real-valued; if X = Re X + iIm X is complex-

valued, then we apply the following arguments to Re X and Im X. Upon writ-
ing the real-valued stochastic variable X as X = X* — X~, where X* are
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non-negative stochastic variables in L' (Q, A, P), without loss of generality we
may and do assume that X > 0. Define the measure p : A — [0,00) by

pu(A) = J XdP, A € A. Then p is finite measure which is absolutely contin-
A

uous with respect to the measure P. We restrict p to the measurable space
(Q, B); its absolute continuity with respect to P confined to (€2, B) is preserved.
From the Radon-Nikodym theorem it follows that there exists a unique class
Y € L' (Q, B, P) such that, for all B € B, the following equality is valid:

w(B) =f YdP, and hencej XdP =J YdP.
B B B

This proves Theorem1.3. U

If B is generated by a countable or finite partition {B; : j € N}, then it is fairly
easy to give an explicit formula for the conditional expectation of a stochastic
X e L' (9, A,P) with respect to B:

{5 XdP
E[X|B]= ZPJ(—Bj)ng = ZE[X | B;] 15,

jeN jeN
Next let B be an arbitrary subfield of A, let X belong to L' (Q, A, P), and let
B be an atom in B. The latter means that P(B) > 0, and if A € B is such
that A < B, then either P(A) = 0 or P(B\A) = 0. If Y represents E [ X | B],
then Y1 = blp, P-almost surely, for some constant b. This follows from the
B-measurability of the variable Y together with the fact that B is an atom for
(€, B,P). So we get §, XdP = (,E[X | B]dP = {Y1pdP = bP(B), and hence
§p XdP

. Consequently, on the atom B we have:

P(B)
XdP
E [X ‘ TB] = S?”(B) =0, [P-almost surely.
In particular, for X = 14, we have on the atom B the equality
P(An B
P [A | B] = %, P-almost surely.

If B is not an atom, then the conditional expectation on B need not be constant.

In the following theorem we collect some properties of conditional expectation.
For the notion of uniform integrability see Section 5.

1.4. THEOREM. Let (2, A,IP) be a probability space, and let B be a subfield of
A. Then the following assertions hold.

(1) If all events in B have probability 0 or 1 (in particular if B is the
trivial field {&,Q}), then for all stochastic variables X € L' (Q, A, P)
the equality E [X ‘ B] = E (X) is true P-almost surely.

(2) If X is a stochastic variable in L' (Q,A,P) such that B and o(X)
are independent, then the equality E [X ! TB] = E(X) is true P-almost
surely.
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(3) If a and b are real or complex constants, and if the stochastic variables
X andY belong to L' (0, A, P), then the equality

E [aX +0Y ‘ B] =alE [X } B] + OE [Y ‘ B] 1s true P-almost surely.

(4) If X and Y are real stochastic variables in L* (Q, A, P) such that X <
Y, then the inequality E [X ‘ B] < E [Y } B] holds P-almost surely.
Hence the mapping X — E [X ! B] is a mapping from L' (9, A,P)
onto L' (Q, B, P).

(5) (a) If (X, : n € N) is a non-decreasing sequence of stochastic variables

in L' (Q, A, P), then

)
sup E [Xn ‘ TB] =K [Sup X, ‘ B], P-almost surely.

(b) If (X, : n € N) is any sequence of stochastic variables in
L' (Q, A, P) which converges P-almost surely to a stochastic vari-
able X, and if there erists a stochastic variable Y € L' (Q, A, P)
such that | X,| <Y for alln € N, then
lim E [Xn } B] =E|lim X, ‘ B}, P-almost surely, and in L' (2, B, P).

n—a0 |:TL4>(D

The condition “9X,| <Y for alln € N with Y € L' (Q,A,P)”
may be replaced with “the sequence (X,), oy i uniformly integrable in
the space L' (2, A,P)” and still keep the second conclusion in (5b).
In order to have P-almost sure convergence the uniform integrability
condition should be replaced with the condition

inf RsupE [|Xn|, [Xal > M | B] =0, P-almost surely. (1.2)
neN

M=>0,Me

(6) If ¢(x) is a convex continuous function from R to R, and if X belongs
to L' (Q, A, P), then

c(E[X|B]) <E[c(X)|B], P-almost surely.

(7) Let p =1, and let X be a stochastic variable in LP (2, A,P). Then the
stochastic variable E [X | B] belongs to LP (Q, B, P), and

[E[x [ B]], < 1X1,-

I,
So the linear mapping X — E [X ‘ B] is a projection from LP (Q, A, P)
onto LP (Q), B, P).

(8) (Tower property) Let B’ be another subfield of A such that B < B’ < A.
If X belongs to L' (Q, A, P), then the equality
E[E[X |B]|B]=E[X |B] holds P-almost surely.
(9) If X belongs to L* (0, B,P), then E[X | B] = X, P-almost surely.
(10) If X belongs to L' (Q, A, P), and if Z belongs to L™ (Q, B, P), then
E [ZX ’ 3] =ZE [X | fB] ,  P-almost surely.

(11) If X belongs to L*(Q,A,P), then E[Y (X —E (X | B])] = 0 for all
Y € L?(Q,B,P). Hence, the mapping X — E [X ’ B] is an orthogonal
projection from L* (2, A,P) onto L? (Q, B, P).
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Observe that for B the trivial o-field, i.e. B = {F, 2}, the condition in (1.2) is
the same as saying that the sequence (X)), is uniformly integrable in the sense
that

inf  supE[|X,|, | X, > M]=0. (1.3)

M>0, MeR ;N

ProOF. We successively prove the items in Theorem 1.4.

(1) For every B € B we have to verify the equality:

JB XdP = JB E (X) dP.

If P(B) = 0, then both members are 0; if P(B) = 1, then both mem-
bers are equal to E (X). This proves that the constant E (X) can be
identified with the class E[X ‘ B|.

(2) For every B € B we again have to verify the equality: {, XdP =
{5 E (X)dP. Employing the independence of X and B € B this can be
seen as follows:

fXdIF’zf XleP:E[mB]:E[X]EuB]:f E[X]dP.  (1.4)

.
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(3) This assertion is clear.
(4) This assertion is clear.

() (a)

For all B € B and n € N we have SBE[Xn ’ B]dIPzSBXndIP). By

(4) we see that the sequence of conditional expectations
E [Xn ‘ B] , n € N, increases P-almost surely.

The assertion in (5a) then follows from the monotone convergence
theorem.

Put X = sup;., Xk, X;* = infj>, Xj. Then we have —Y <
X< X, < X} <Y, P-almost surely. Moreover, the sequences
(Y — X}), oy and (Y + X)) _ are increasing sequences consisting
of non-negative stochastic variables with Y — limsup,,_,.,, X,, and
Y +liminf, ., X,, as their respective suprema. Since the sequence
(X5),en converges P-almost surely to X, it follows by (5a) together

with (4) that

E[X: | B] 1E[X* |B] and E[X’|B]|E[X*|3].
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From the pointwise inequalities X* < X,, < X it then follows
that lim E [X,L!B] =E [X ‘ TB], P-almost surely. Next let the
n—0o0

uniformly integrable sequence (X,,), in L' (9, A,P) be pointwise
convergent to X. Then lim E[|X,, — X|] = 0. What we need is
n—ao0

that
lim E[|X, — X| | B] = 0. (1.5)

n—o0

Under the extra hypothesis (1.2) this can be achieved as follows:
limsupE [|X,, — X| | B]
n—00

< limsupE [|X, — X|, |X, — X| < M | B]

n—ao0
+limsupE [|X,, — X, | X, — X| > M| | B]
n—o0
(apply what already has been proved in (5b), with |X,, — X]| in-
stead of X,,, to the first term)

< limsupE [|X, — X, | X, — X| > M| | B]. (1.6)
n—a0

In (1.6) we let M tend to oo, and employ (1.2) to conclude (1.5).

This completes the proof of item (5).

(6) Write ¢(z) as a countable supremum of affine functions
c(x) = sup Ly, (x), (1.7)
neN
where L, (z) = a,z + b, < ¢(z), for all those z for which ¢(z) < oo,
i.e. for appropriate constants a, and b,. Every stochastic variable
L, (X) is integrable; by linearity (see (3)) we have L, (E[X | B]) =
E|[L,(X)|B]. Hence

L, (E[X |B]) <E[c(X)|B].
Consequently,
¢(B[X[3B]) =supLy (E[X | B]) <E[c(X) [ B].

The fact that convex function can be written in the form (1.7) can be
found in most books on convex analysis; see e.g. Chapter 3 in [28].

(7) Tt suffices to apply item (6) to the function ¢(z) = |x|’.

(8) This assertion is clear.

(9) This assertion is also obvious.

10) This assertion is evident if Z is a finite linear combination of indicator
functions of events taken from B. The general case follows via a limiting
procedure.

(11) This assertion is clear if Y is a finite linear combination of indicator

functions of events taken from B. The general case follows via a limiting
procedure.

(

The proof of Theorem 1.4 is now complete. 0
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2. Lemma of Borel-Cantelli

1.5. DEFINITION. The limes superior or upper-limit of a sequence (A,),  in
a universe () is the set A of those elements w € () with the property that w
belongs to infinitely many A,’s. In a formula:

A =limsup A, = ﬂ U Ap.
n—w neN k=n

The indicator-function 14 of the limes-superior of the sequence (4,), .y is equal

to the limsup of the sequence of its indicator-functions: 14 = limsup 1y, .
n—ao0

The limes inferior or lower-limit of a sequence (A,,), . in a universe (2 is the set

A of those elements w € () with the property that, up to finitely many Ag’s, the

element (sample) w belongs to all A,’s. In a formula:

A = liminf A, = U ﬂ Ay
e neN k=n

The indicator-function 1, of the limes-inferior of the sequence (A,),, . is equal

to the liminf of the sequence of its indicator-functions: 14 = liminf 1, .
n—aoo
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1.6. LEMMA. Let (o), be a sequence of real numbers such that 0 < o, < 1.
Then lim,_,o, Dy a < 00 if and only if lim, o [ [;_, (1 — ay) > 0.

PRroOOF. For 0 < a < 1 the following elementary inequalities hold:

(07
—— < log(l —a) < —a.
L <log(1-a) < —a

Hence we see

_Zn: A glog(ﬁ(l—ak)><—iak.
ol k=1

k=1

The assertion in Lemma 1.6 easily follows from these inequalities. U

1.7. LEMMA (Lemma of Borel-Cantelli). Let (A,)
and put A = limsup,, ., Ap = (\eny Uisn Ak-

(i) If >0 [ P(A,) < o, then P(A) = 0.

(ii) If the events A,, n € N, are mutually P-independent, then the converse
statement is true as well: P(A) < 1 implies >, P (Ax) < o, and
hence Y, P (Ay) = o if and only if P(A) = 1.

nen be a sequence of events,

PRrooOF. (i) For P(A) we have the following estimate:

0

P(A) < inf > P(A). (1.8)

Since >, IP(A,) < o0, we see that the right-hand side of (1.8) is 0.

(ii) The statement in assertion (ii) is trivial if for infinitely many numbers & the

equality P (Ay) = 1 holds. So we may assume that for all k£ € N the probability

P (Ay) is strictly less than 1. Apply Lemma 1.6 with oy, = P (Aj) to obtain that
Sl P(A;) < o if and only if

0< lim | [(1-P(A4k)) = lim

n—0o0

n—0o0 )
k=1 k

—

P (0\Ay)

1

(the events (Ay),y are independent)

~ lim P (ﬂ (Q\Ak)> ~ lim P (Q\ U Ak> —1-P(4). (1.9)

k=1 k=1

This proves assertion (ii) of Lemma 1.7. O

3. Stochastic processes and projective systems of measures

1.8. DEFINITION. Consider a probability space (2, A,P) and an index set I.
Suppose that for every t € I a measurable space (Ey, €;) and an A-&;-measurable
mapping X (t) : Q@ — E; are given. Such a family {X(¢): t € I} is called a
stochastic process.

Download free eBooks at bookboon.com



1.9. REMARK. The space (2 is often called the sample path space, the space
E, is often called the state space of the state variable X (t). The o-field A
is often replaced with (some completion of) the o-field generated by the state
variables X (t), t € I. This o-field is written as F. Let (.5, 8) be some measurable
space. An F-8 measurable mapping Y : ) — S is called an S-valued stochastic
variable. Very often the state spaces are the same, i.e. (E;, &) = (E, &), for all
state variables X (t), t € I.

In applications the index set [ is often interpreted as the time set. So I can
be a finite index set, e.g. I = {0,1,...,n}, or an infinite discrete time set, like
I =N=/{0,1,...} or I =Z. The set I can also be a continuous time set: I = R
or [ = Rt = [0,00). In the present text, most of the time we will consider
I =[0,0). Let I be N, Z, R, or [0,00). In the so-called time-homogeneous or
stationary case we also consider mappings v, : 2 — Q, s € I, s > 0, such that
X(t)ods = X(t+s), P-almost surely. It follows that these translation mappings
Py : Q — Q, s eI, are F-F;_s-measurable, for all ¢ > s. If Y is a stochastic
variable, then Y o 9, is measurable with respect to the o-field o {X(¢) : ¢ > s}.
The concept of time-homogeneity of the process (X (t) : ¢t € I) can be explained
as follows. Let Y : Q — R be a stochastic variable; e.g. Y = []/_, f; (X (¢;)),
where f; : E — R, 1 < j < n, are bounded measurable functions. Define the
transition probability P (s, B) as follows: P (s,B) =P (X(s)e B),se I, Be €.
The measure B — E[Y o ¢, X(s) € B] is absolutely continuous with respect to
the measure B — P (s, B), B € €. It follows that there exists a function F'(s, z),
called the Radon-Nikodym derivative of the measure B — E [Y o ¥y, X(s) € B]
with respect B +— P (s, B), such that E[Y o d,, X(s) € B] = { F (s,z) P (s,dx).
The function F (s, ) is usually written as

E[Y odg, X(s) € dx]
P[X(s) edz]

F(s,z) =E[Y 0¥, | X(s) € dz] =

1.10. DEFINITION. The process (X (t): t € I) is called time-homogeneous or
stationary in time, provided that for all bounded stochastic variables Y : @ — R
the function

E [Y o U, ‘ X(s) € dm] is independent of s € I, s = 0.

In practice we only have to verify the property in Definition 1.10 for Y of the
form Y = [[i_, fi (X (t;)), where f; : By, — R, 1 < j < n, are bounded
measurable functions. Then Y oy = []7_, f; (X (¢; + s)). This statement is a
consequence of the monotone class theorem.

3.1. Finite dimensional distributions. As above let (2, A, P) be a prob-
ability space and let {X(t): t € I} be a stochastic process where each state
variable X (t) has state space (Ey, &;). For every non-empty subset J of I we
write £/ = [[,.; Er and &7 = ®;c;&; denotes the product-field. We also write
XJ = ®teJXt. So that, if J = {th ce 7tn}7 then XJ = (X (tl) yoee ,X (tn)) The
mapping X is the product mapping from Q to £/. The mapping X; : Q — E
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is A-&7-measurable. We can use it to define the image measure P:
P;(B) = X,P(B) =IF’[leB] =PlweQ: X;(w)e B]=P[X, € B],

where B € 7. Between the different probability spaces (E‘] &P J) there exist
relatively simple relationships. Let J and H be non-empty subsets of I such that
J < H, and consider the €#-&/-measurable projection mapping p¥ : Ef — E7,
which "forgets” the ”coordinates” in H\J. If H = I, then we write p; = p.
For every pair J and H with J < H < I we have X; = p? o Xy, and hence we
get Py (B) = pifPy (B) = Py [plf € B], where B belongs to €. In particular
ift H = I, then P, (B) = p;,P(B) = P[p; € B], where B belongs to &,. If
J ={t1,...,t,} is a finite set, then we have
Py[By x - x B,] = P[X;" (B x -+ x By)]
=P[X (t1) € By,...,X (t,) € B,],

with Bj € &, for 1 <j < n.

1.11. REMARK. If the process {X(¢): t e I} is interpreted as the movement
of a particle, which at time ¢ happens to be in the state spaces F;, and if
J = {t1,...,t,} is a finite subset of I, then the probability measure P; has the
following interpretation:

For every collection of sets By € &, ..., B, € &, the number
P;[B; x -+ x By,

is the probability that at time t; the particle is in By, at time t, it is
in B, ..., and at time t,, it is in B,,.
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1.12. DEFINITION. Let 3 be the collection of all finite subsets of I. Then the
family {(EJ, NP J) :Je f}C} is called the family of finite-dimensional distri-
butions of the process {X(¢) : t € I}; the one-dimensional distributions

{(Etagtaﬂ?){t}) . tEI}

are often called the marginals of the process.

The family of finite-dimensional distributions is a projective or consistent family
in the sense as explained in the following definition.

1.13. DEFINITION. A family of probability spaces {(EJ,SJ,]PJ) Je 9{} is
called a projective, a consistent system, or a cylindrical measure provided that

P;(B) = pj (Py) (B) =Py [p] € B]
for all finite subsets J < H, J, H € H, and for all sets B € 7.

1.14. THEOREM (Theorem of Kolmogorov). Let {(E’,&7,P;): J € H} be a
projective system of probability spaces. Suppose that every space E; is a o-
compact metrizable Hausdorff space. Then there exists a unique probability space
(B, &1, P;) with the property that for all finite subsets J € H the equality
P; (B) = P;[ps € B] holds for all B e &7.

Theorem 5.81 is the same as Theorem 1.14, but formulated for Polish and
Souslin spaces; its proof can be found in Chapter 5. Theorem 1.14 is the same
as Theorem 3.1. The reason that the conclusion in Theorem 1.14 holds for o-
compact metrizable topological Hausdorff spaces is the fact that a finite Borel
measure 4 on a metrizable o-compact space F is regular in the sense that

w(B) = sup u(K) = inf  w(U), B any Borel subset E. (1.10)

KcB, K compact USK,U open

1.15. LEMMA. Let E be a o-compact metrizable Hausdorff space. Then the
equality in (1.10) holds for all Borel subsets B of E.

PROOF. The equalities in (1.10) can be deduced by proving that the collec-
tion D define by

D = {B € Bp: sup u(K) = inf u(U)}

KcB UoB
= {B € Bg: sup u(F) = inf /L(U)} (1.11)
FcB U>SB

contains the open subsets of F, is closed under taking complements, and is
closed under taking mutually disjoint countable unions. The second equality
holds because every closed subset of E is a countable union of compact subsets.
In (1.11) the sets K are taken from the compact subsets, the sets U from the
open subsets, and the sets F' from the closed subsets of E. It is clear that D is
closed under taking complements. Let (z,y) — d(x,y) be a metric on E which
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is compatible with its topology. Let F' be a closed subset of E, and define U,
by

) 1
Unz{er. ;ggd(x,y)<ﬁ}.

Then the subset U, is open, U,.1 © U,, and F = [\ U,. It follows that u (F) =
inf,, 1 (U,), and consequently, F' belongs to D. In other words the collection D
contains the closed, and so the open subsets of E. Next let (B,,), be a sequence
of subsets in D. Fix ¢ > 0, and choose closed subsets F,, < B,, and open
subsets U,, © B,,, such that

p(B\F,) <27t and  p(U\B,) <27 (1.12)

From (1.12) it follows that
(G (9] =+ (o)

<D p(U\B) <e) 27" =e (1.13)

n=1

=
||C8

From (1.13 it follows that

1 (G Bn> = inf {M(U) U > G B,, U open}. (1.14)

n=1

The same argumentation shows that

u((@&)\(ﬁ )) Z“ B,\F,) 522"1:—. (1.15)

n=1 n=1

From (1.15) it follows that

’ ((U Bn> \ (U F)) - (116)

for N, large enough. From (1.16 it follows that

o0 o0
1 (U Bn> = sup {/L(F) : Fc U B,, F closed} . (1.17)
n=1 n=1

From (1.14) and (1.17) it follows that | J"_, B, belongs to D. As already men-
tioned, since every closed subset is the countable union of compact subsets the
supremum over closed subsets in (1.17) may replaced with a supremum over

compact subsets. Altogether, this completes the proof of Lemma 1.15. 0

It is a nice observation that a locally compact Hausdorff space is metrizable and
o-compact if and only if it is a Polish space. This is part of Theorem 5.3 (page
29) in Kechris [68]. This theorem reads as follows.

1.16. THEOREM. Let E be a locally compact Hausdorff space. The following
assertions are equivalent:
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(1) The space E is second countable, i.e. E has a countable basis for its
topology.

(2) The space E is metrizable and o-compact.

(3) The space E has a metrizable one-point compactification (or Alexan-
droff compactification).

(4) The space E is Polish, i.e. E is complete metrizable and separable.

(5) The space E is homeomorphic to an open subset of a compact metrizable
space.

A second-countable locally-compact Hausdorff space is Polish: let (U;), be a
countable basis of open subsets with compact closures (K;);, and let V; be an
open subset with compact closure and containing K;. From Urysohn’s Lemma,
let 0 < f; < 1 be continuous functions identically 0 off V;, identically 1 on Kj,
and put

1 1

d(e,y) = 3,27 |filx) = fily)| + - z, ye k.

(1.18)
The triangle inequality for the usual absolute value shows that this is a metric.
This metric gives the same topology, and it is straightforward to verify its
completeness. For this argument see Garrett [57].
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4. A definition of Brownian motion
In this section we give a (preliminary) definition of Brownian motion.

4.1. Gaussian measures on R?. For every t > 0 we define the Gaussian
kernel on R? as the function

1 |z —y/?
pa(t,r,y) = ——5€exp | — .

Then we have {pq (¢, 2, 2)dz = 1, and

st st +ty )
2.

t = +t7 ) ’
pa(s,z,2)p(t, z,y) = pa(s T, Y)Pd (s—l—t st 1

Hence the function py (¢, z,y) satisfies the equation of Chapman-Kolmogorov:

de<57$7 Z)pd<t7 Zay)dz = Pd (8 + t,l‘, y) :

This property will enable us to consider d-dimensional Brownian motion as a
Markov process. Next we calculate the finite-dimensional distributions of the
Brownian motion.

4.2. Finite dimensional distributions of Brownian motion. Let 0 <
t; < --- <t, < ® be a sequence of time instances in (0, 0), and fix zy € RY.
Define the probability measure P, ; on the Borel field of R? x - - x R? (n
times) by (o = 0)

Pooitrotn [Br X -+ X B = J f dx,, ... dx; de ti—1,%j-1,2;) ,
Bl n

(1.19)
where By, ..., B, are Borel subsets of R?. Then, with B, = R?, we have

xo,h, B T 7 7 S N 7 X Bp_1 % R X B/H-l XX B ]

J J J f f dx, ...drg 1 drgdrg_q ... dxy
Bl Bk 1 Rd Bk+1 Bn

de tio1,Tj-1,25)

n

Pa (te = th—1, Tp—1, Tk) Pa (b1 — i, Thoy Thyr) H p(tj —tj—1,mj-1,7;)
j=k+2

(Chapman-Kolmogorov)

k—1
:J f J J dl’n...dl‘k_;,_ldl’k_l...dl‘l de(tj_tj_l,xj_l,l‘j)
By Bi—1 JBg41 B, j=1

n

Pd (tis1 — te—1, Th—1, Tht1) l_[ p(t; —tio1,xj-1,2;)
j=k+2
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tn[BlX"'XkalekJrlx"'XBn]- (120)
It follows that the family

- Pwo;tlrwtkfhtlwrl ~~~~~

RYx - xREUBIQ - @B Py p, |[50<ti <+ <ty <oo,neN

~ ~
n times n times

is a projective or consistent system. Such families are also called cylindrical
measures. The extension theorem of Kolmogorov implies that in the present
situation a cylindrical measure can be considered as a genuine measure on the
product field of Q2 := (Rd)[o’oo). This is the measure corresponding to Brownian
motion starting at xy. More precisely, the theorem of Kolmogorov says that
there exists a probability space (€, F,P,,) and state variables X (t) : Q — RY,
t > 0, such that

Pmo [X (tl) S Bl; R ,X (tn) S Bn] = Pﬁo;tl ..... tn [Bl X oo X Bn] ,
where the subsets B;, 1 < j < n, belong to BY. It is assumed that

P, [X(0) = zo] = 1.

5. Martingales and related processes

Let (€2, F,P) be a probability space, and let {F; : ¢t € I} be a family of subfields
of F, indexed by a totally ordered index set (/,<). Suppose that the family
{F: : t e I} is increasing in the sense that s <t implies F; € F;. Such a family
of o-fields is called a filtration. A stochastic process {X(t) : t € I}, where X(t),
t € I, are mappings from 2 to E}, is called adapted, or more precisely, adapted
to the filtration {F; : t € I} if every X (¢) is Fi-E;-measurable. For the o-field
F: we often take (some completion of) the o-field generated by X(s), s < t:

Fr=0{X(s): s <t}

1.17. DEFINITION. An adapted process {X(t) : t € I} with state space (R, B)
is called a super-martingale if every variable X (t) is P-integrable, and if s < ¢,
s, t € I, implies E [X (t) ‘ S"S] < X(s), P-almost surely. An adapted process
{X(t) : t € I} with state space (R, B) is called a sub-martingale if every variable
X(t) is P-integrable, and if s < ¢, s, t € I, implies E [X(t) | F] = X(s), P-
almost surely. If an adapted process is at the same time a super- and a sub-
martingale, then it is called a martingale.

The martingale in the following example is called a closed martingale.

1.18. EXAMPLE. Let X belong to L' (Q,F,P), and let {F;: t € [0,0)} be a
filtration in F. Put X(t) = E[Xy | 5], ¢ = 0. Then the process {X(t): t > 0}
is a martingale with respect to the filtration {F; : ¢ € [0, 0)}.

The following theorem shows that uniformly integrable martingales are closed
martingales.
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1.19. THEOREM (Doob’s theorem). Any uniformly integrable martingale
{(X(t):t=0} in L'(Q,F,P)

converges P-almost surely and in mean (i.e. in L' (Q,F,P)) to a stochastic
variable X, such that for every t = 0 the equality X(t) = E [Xoo ‘ ”ft] holds
P-almost surely.

Let F be a subset of L' (Q,F,P). Then F is uniformly integrable if for every
e > 0 there exists a function g € L' (2, F,P) such that S{\flzlgl} | f|dP < ¢ for all

f € F. Since P is a finite positive measure we may assume that g is a (large)
positive constant.

1.20. THEOREM. Sub-martingales constitute a convex cone:

(i) A positive linear combination of sub-martingales is again a sub-martin-
gale; the space of sub-martingales forms a convexr cone.
(ii) A convez function of a sub-martingale is a sub-martingale.

Not all martingales are closed, as is shown in the following example.

1.21. EXAMPLE. Fix t > 0, and z, y € R%. Let
{(,F,P,),(X(t),t =0),(:t=0),(R"B")}

be Brownian motion starting at x € R?, and put, as above,

1 z — y|?
pa(t,x,y) = exp | ———|.
(2mt) "2 ( 2t

The process s — p(t —s,X(s),y) is P,-martingale on the half-open interval
[0,1).

5.1. Stopping times. A stochastic variable T' : Q@ — [0,0] is called a
stopping time with respect to the filtration {F; : t = 0}, if for every ¢ > 0 the
event {T' <t} belongs to J;. If T' is a stopping time, the process t — lip<y is
adapted to {F; : t = 0}. The meaning of a stopping is the following one. The
moment 7' is the time that some phenomena happens. If at a given time t the
information contained in F; suffices to conclude whether or not this phenomena
occurred before time ¢, then T is a stopping time. Let

{(F,P,),(X(t),t=0), (0 : t=0),(R",B")}

be Brownian motion starting at z € R?, let p : R? — (0, o) be a strictly positive
continuous function, and O an open subset of R?. The first exit time from O,
or the first hitting time of the complement of O, defined by

T =inf{t>0: X(t)e R\O}
is a (very) relevant stopping time. The time T is a so-called terminal stopping
time: on the event {T" > s} it satisfies s + T' o 3 = T. Other relevant stopping
times are:

T¢ :inf{t>0: ftp(X(S))dS>§}> §=0.

0
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Such stopping times are used for (stochastic) time change:

Te + Ty o Un = ey, & 120
Note that the mapping & — 7¢ is the inverse of the mapping ¢ — Sép (X (s))ds.
Also note the equality: {7z <t} = {Sép(X(s)) > 5}, §o p(X(s)ds > &> 0.

The mapping ¢ — ¢ is strictly increasing from the interval [0, {"p (X (s)) ds)
onto [0,00). Arbitrary stopping times 7" are often approximated by “discrete”
stopping times: T' = lim,,_,o, T,,, where T,, = 27" [2"T"|. Notice that T' < T},;1 <
T, <T+2" and that {T,, = k27"} = {(k— 127" < T < k27"}, ke N,

1.22. THEOREM. Let (Q,F,P) be a probability space, and let {F, : t = 0} be a
filtration in F. The following assertions hold true:

(1) constant times are stopping times: for everyt = 0 fized the time T =t
18 a stopping time;

(2) if S and T are stopping times, then so are min (S,T) and max (S,T);

(3) If T is a stopping time, then the collection Fr defined by

Fr={AeTF: An{T <t]eTF,, forallt=0}
is a subfield of F;
(4) If S and T are stopping times, then S+T oV is a stopping time as well,

provided the paths of the process are P-almost surely right-continuous
and the same is true for the filtration {F; : t = 0}.

The filtration {F; : t = 0} is right-continuous if F; = (o, Fs, t = 0. The (sam-
ple) paths t — X(t) are said to be P-almost surely right-continuous, provided
for allt = 0 we have X (t) = limg; X (s), P-almost surely.
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The following theorem shows that in many cases fixed times can be replaced
with stopping times. In particular this is true if we study (right-continuous)
sub-martingales, super-martingales or martingales.

1.23. THEOREM (Doob’s optional sampling theorem). Let (X (t): t = 0) be a
uniformly integrable process in L' (0, F,P) which is a sub-martingale with re-
spect to the filtration (F;: t = 0). Let S and T be stopping times such that
S<T. Then E[X(T) | Fs| = X(S), P-almost surely.

Stmilar statements hold for super-martingales and martingales.

Notice that X(7T') stands for the stochastic variable w — X (T'(w)) (w) =
X (T(w),w).

We conclude this introduction with a statement of the decomposition theorem
of Doob-Meyer. A process {X(t): t = 0} is of class (DL) if for every ¢t > 0 the
family
{X(7):0< 7 <t,7is an(%F;)-stopping time}

is uniformly integrable. An F;-martingale {M(t) : t = 0} is of class (DL), an
increasing adapted process {A(t): ¢t > 0} in LY(Q,F,P) is of class (DL) and
hence the sum {M(t) + A(t): t = 0} is of class (DL). If {X(¢): ¢ >0} is a
submartingale and if y is a real number, then the process {max (X (¢), ) : ¢t = 0}
is a sub-martingale of class (DL). Processes of class (DL) are important in the
Doob-Meyer decomposition theorem. Let (2, F,P) be a probability space, let
{F; : t = 0} be a right-continuous filtration in F and let {X(¢) : ¢ = 0} be right
continuous sub-martingale of class (DL) which possesses almost sure left limits.
We mention the following version of the Doob-Meyer decomposition theorem.
See Remark 3.54 as well.

1.24. THEOREM. Let {X(t):t > 0} be a sub-martingale of class (DL) which
has P almost surely left limits, and which is right-continuous. Then there ex-

ists a unique predictable right continuous increasing process {A(t) : t = 0} with
A(0) = 0 such that the process {X (t) — A(t) : t = 0} is an F;-martingale.

A process (w,t) — X(t)(w) = X (t,w) is predictable if it is measurable with
respect to the o-field generated by {A x (a,b] : A € F,, a < b}. For more details
on cadlag sub-martingales, see Theorem 3.77. The following proposition says
that a non-negative right-continuous sub-martingale is of class (DL).

1.25. PROPOSITION. Let (Q2,F,P) be a probability space, let (F;),-, be a filtration
of o-fields contained in F. Suppose that t — X(t) is a right-continuous sub-
martingale relative to the filtration (3;),5, attaining its values in [0,00). Then
the family {X(t) : t = 0} is of class (DL).

In fact it suffices to assume that there exists a real number m such that X (¢) >
—m P-almost surely. This follows from Proposition 1.25 by considering X (t)+m
instead of X (¢).

If ¢ — M(t) is a continuous martingale in L2 (Q, F,P), then ¢ — |[M(t)]* is a
non-negative sub-martingale, and so it splits as the sum of a martingale ¢t —
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|M ()| — (M, M) (t) and an increasing process ¢ — (M < M) (t), the quadratic
variation process of M (t).

PROOF OF PROPOSITION 1.25. Fix ¢t > 0, and let 7 : Q — [0,¢] be a
stopping time. Let for m € N the stopping time 7, : © — [0, 0] be defined by
Tm = inf {s > 0: X(s) > m} if X(s) > m for some s < oo, otherwise 7,,, = c0.
Then the event {X(7) > m} is contained in the event {7,, < 7}. Hence,

E[X(r): X(1)>m]<E[X(t): X(1)>m|<E[X(t): 7 < 7]
<SE[X(t): T <t]. (1.21)
Since, P-almost surely, 7, 1 o0 for m — oo, it follows that

lim sup{E[X(7): X(7) > m]: 7€ [0,t] : 7stopping time} = 0.
m—0o0

Consequently, the sub-martingale ¢t — X (¢) is of class (DL). The proof of Propo-
sition 1.25 is complete now. U

It is perhaps useful to insert the following proposition.

1.26. PROPOSITION. Processes of the form M(t)+ A(t), with M(t) a martingale
and with A(t) an increasing process in L' (2, F,P) are of class (DL).

PROOF. Let {X(t) = M(t) + A(t) : t = 0} be the decomposition of the
sub-martingale {X (¢) : ¢ = 0} in a martingale {M(¢) : ¢ > 0} and an increasing
process {A(t) : t = 0} with A(0) = 0 and 0 < 7 < ¢t be any JF;-stopping time.
Here t is some fixed time. For NV € N we have

E(X(n)]: [X(7)| = N) <E([M(7)] - [X(7)] = > N)
<E(M@)] - [X ()] = N) + E(A(7) - [X(7 )|>N
SE(M@®)]+ A@) - [X(7)| = N)

~—

VAN

E <|M(t)] + A(t) : sup | X(s)| = N) :

O<s<t
Since, by the Doob’s maximality theorem 1.28,

N N
N]P’{ sup | X (s)| = N} < NIP’{ sup |M(s)| = 5} +NIP’{ sup A(s) = —}

0<s<t 0<s<t 0<s<t 2
< 2E (M) + A1),
it follows that
Al[im sup{E (|X(7)] : |X(7)| = N): 0 <7 <t, 7 stopping time} = 0.
—00

This proves Proposition 1.26. U

First we formulate and prove Doob’s maximal inequality for time-discrete sub-
martingales. In Theorem 1.27 the sequence i — X, is defined on a filtered
probability space (€2, F;.IP)._, and in Theorem 1.28 the process t — X(t) is

defined on a filtered probability space (€2, F.P),- .
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1.27. THEOREM (Doob’s maximal inequality). Let (X;),.y be a sub-martingale

w.r.t. a filtration (F;),.y. Let S, = maxi<i<n X; be the running mazimum of
X;. Then for any ¢ > 0,

1 1

P[Sn = (] < JE[X, 1s,20] < JE[X,], (1.22)
where X,) = X, v 0. In particular, if X; is a martingale and M, = max | X5,
then ] 1 o

P[M,>{] < JE [1X0n] Lar=g] < ZE[Xal]- (1.23)

PROOF. Let 7y = inf{i >1: X; >/}. Then P[S, >(] = >" P[r, =1].
For each 1 <7 < n,
1

Plr =] = E[lix,201{r-y] < 7E [ X/ 1] (1.24)

Note that {ry =i} € F;, and X, is a sub-martingale because X; itself is a
sub-martingale while p(z) = % = z v 0 = max(z,0) is an increasing convex
function. Therefore
+
E[X 1=y | Fi] = 1= B [X] | Fi] 2 Lmiy (B[ X [ F]) 7 2 1grmp X7

and hence E [X;rl{nzi}] < E [X;[ l{TFi}]. Substituting this inequality into
(1.24) and then summing over 1 < i < n then yields (1.22). The inequality in
(1.23) follows by applying (1.22 to the sub-martingale | X;|. O
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Next we formulate and prove Doob’s maximal inequality for continuous time
sub-martingales.

1.28. THEOREM (Doob’s maximal inequality). Let (X(t)),-, be a sub-martingale
w.r.t. a filtration (33),5,. Let S(t) = supyc,<; X(s) be the running mazimum
of X(t). Suppose that the process t — X (t) is P-almost surely continuous from
the right (and possesses left limits P-almost surely). Then for any £ > 0,
1 1

P[S(t) = (] < E [ X () Ls=a] < 7E [X* ()], (1.25)
where X (t) = X(t) v 0 = max(X(t),0). In particular, if t — X(t) is a
martingale and M(t) = sup |X(t)|, then

0<s<t

PIM(t) > (] < E[1X(t)]. (1.26)

~|

E [IX (1) Lpn=q] <

~| -

PROOF. Let, for every N € N, 7y be the (F}),.,-stopping time defined
by 7y = inf {t > 0: X(¢)* = N}. In addition define the double sequence of
processes X, n(t) by

Xon(t) =X (272" A 7).

Theorem 1.28 follows from Theorem 1.27 by applying it the processes t —
X,n(t),ne N, N eN. As a consequence of Theorem 1.27 we see that Theorem
1.28 is true for the double sequence t — X, x(t), because, essentially speaking,
these processes are discrete-time processes with the property that the processes
(n,t) — X, n(t)* attain P-almost surely their values in the interval [0, N].
Then we let n — o to obtain Theorem 1.28 for the processes t — X (t A 7y),
N e N. Finally we let N — o0 to obtain the full result in Theorem 1.28. U

5.2. Additive processes. In this final section we introduce the notion
of additive and multiplicative processes. Let E be a second countable locally
compact Hausdorff space. In the non-time-homogeneous case we consider real-
valued processes which depend on two time parameters: (t1,t3) — Z (t1,12),
0 <t <ty <T. It is assumed that for all 0 < t; < ty < T, the variable
Z (t1,t2) only depends, or is measurable with respect to, o {X (s) : t; < s < to}.
Such a process is called additive if

Z(t,ts) = Z (t1,t) + Z (t, 1), t <t <t
The process Z is called multiplicative if
Z(t1,t) = Z (t1,t) - Z (t,ts), 1 <t<ts.

Let p: [0,T] x E — R be a continuous function, and let {X(¢) : 0 <t < T} be
an F-valued process which has left limits in E, and which is right-continuous
(i.e. it is cadlag). Put Z (t1,t9) = Zp (s,X(s))ds. Then the process (t1,t3) —
Z (ty1,t2), 0 < t; <ty < T is additive, and the process (t1,t2) — exp (Z (t1,12)),
0 <ty <ty < T, is multiplicative.
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Next we consider the particular case that we deal with time-homogeneous pro-
cesses like Brownian motion:

{(Q,F,P,),(X(t),t =0), (0 :t=0),(R",B")},

which represents Brownian motion starting at x € R% An adapted process
t — Z(t) is called additive if Z (s +1t) = Z (s) + Z (t) o ¥4, P,-almost surely,
for all s, ¢ > 0. It is called multiplicative provided Z (s +t) = Z (s) - Z (t) o Vs,
P,.-almost surely, for all s, t > 0. Examples of additive processes are integrals
of the form Z(t) = ézp(X(s)) ds, where z — p(x) is a continuous (or Borel)
function on Rd or stochastic integrals (Ito, Stratonovich integrals) of the form

= So )) dX (s). Such integrals have to be interpreted in some L*-
sense. More detalls will be given in Section 6. If ¢t — Z(t) is an additive
process, then its exponent ¢ — exp (Z(t)) is a multiplicative process. If T"is a
terminal stopping time, then the process t — 1.4 is a multiplicative process.

Let (X,), oy be a sequence of non-negative i.i.d. random variables each of which
has density f; = 0. Suppose that f, is the density of the distribution of
22:1 X;. Note “i.i.d.” means “independent, identically distributed”. Then

n t
P [Z X; < t] = J fn(s)ds, and hence
j=1 0

[l [ gon
- j Falp) fi(t = p)dp

It follows that

f (s f Faa(p)dp = f Fu(s)ds - L t L Fuls)Fi(p — 5)ds dp
=J ds—an Jfl — s)dpds
=;0f (1—Jf1 —sdp)ds

([ 19 J Filp — s)dpds

= | fals) K filp)dpds. (1.27)

Ansnfl
(n—1)!

If fi(s) = Ae™*, then f,(s) = e~**. This follows by induction.

5.3. Continuous time discrete processes. Here we suppose that the
process

{(,F,P),(X():t=0),(W:t=0),(5,8)}

Download free eBooks at bookboon.com



Advanced stochastic processes: Part | Stochastic processes: prerequisites

is governed by a time-homogeneous or stationary transition probabilities:
piit) =P[X(t) =7 | X(0)=i] =P[X(t+s)=j|X(s)=4], i,j€S5,

(1.28)
for all s > 0. Here, S is a discrete state space, e.g. S =7%,5 =72",S =N, or
S = {0, N}. The measurable space (£2,F) is called the sample or sample path
space. Its elements w € Q) are called realizations. The mappings X () : @ — S
are called the state variables; the application ¢ — X (t)(w) is called a sample
path or realization. The translation operators v, t > 0, are mappings from
Q2 to Q with the property that: X(s) o d; = X(s + t), P-almost surely. For
the time being these operators will not be used; they are very convenient to
express the Markov property in the time-homogeneous case. We assume that
the Chapman-Kolmogorov conditions are satisfied:

Pii (s +1) = > pjkl(s)pra(t), i, j€ S, s, t > 0. (1.29)
keS

In fact the Markov property is a consequence of the Chapman-Kolmogorov
identity (1.29). From the Chapman-Kolmogorov (1.29) the following important

identity follows:
P(s+t)=P(s)P(t), s, t=0. (1.30)
The identity in (1.30) is called the semigroup property; the identity has to be
interpreted as matrix multiplication. Suppose that the functions ¢ — p;;(t), J,
i € S, are right differentiable at ¢t = 0. The latter means that the following

limits exist: (A) (0)
. Dji — Pji
qji = lAlIl% ! A L )

i, jES.
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We assume that p;;(0) = J,;, where ¢;; is the Dirac delta function: §;;, = 0 if

j # 14, and §;; = 1. Put @ = (¢j), jo5- Then the matrix @ is a Kolmogorov

matrix in the sense that ¢;; = 0 for j # ¢ and ZjeS g;; = 0. It follows that

Gii = — ZjE&j# ¢;i < 0. The reason that the off-diagonal entries g;;, j # ¢, are
non-negative is due to the fact that for j # ¢ we have

i) — p;.i(0 . pji(t) = 0;4(0 Pyt

Qj,i:hmpj’<) pj,( )=hmp]’() J,< ):hmpj,()

= 0.
tl0 t 0 t tl0 t

In addition, we have

1,2 t % ) [ O
Z G0 = lim pj, ( ) pj _ hmZ p] pj )

jes jes to t0
ies Piit) = 2ujes Pii 0 1-1
t10 t tlo {

provided we may interchange the summation and the limit. Finally we have the
following general fact. Let ¢ — P(t) be the matrix function ¢ — (p;:(t)), ;cs-

Then P(t) satisfies the Kolmogorov backward and forward differential equation:

dP( ) _ — QP(t) = P()Q, t=0. (1.32)

The first equality in (1.32) is called the Kolmogorov forward equation, and the
second one the Kolmogorov backward equation. The solution of this matrix-
valued differential equation is given by P(t) = e!?P(0). But since P(0) =
(23i(0)) ;505 = (07.); e 18 the identity matrix, it follows that P(t) = €'?. The
equalities in (1.32) hold true, because by the semigroup property (1.30) we have:

P+A1)-P@) _ P(AR) - PO) P (A®R) — P(0)

- )
AlD) ST Am . PW=POTRg

Then we let A(t) tend to 0 in (1.33) to obtain (1.32).

. (1.33)

5.4. Poisson process. We begin with a formal definition.

1.29. DEFINITION. A Poisson process
{(97?7P) ) (X<t)7t = 0) ) (ﬂtat = 0) ) <N7N)}

(see (1.4 ) below) is a continuous time process X(t), ¢ > 0, with values in
N ={0,1,...} which possesses the following properties:

(a) For At > 0 sufficiently small the transition probablhtles satisfy:
pii(At) =P[X (t + At) =i | X(¢) z']zl—)\At—i-o(At);

pi(At) =P[X (t+ At) = j | X(t) = i] = o (At);
pi(At) =0, j<i. (1.34)
(b) The probability transitions (s,;t,j) — P [X =7 } X(s ], t> s,

only depend on ¢t — s and j — 1.
(c¢) The process {X(t) : t = 0} has the Markov property.
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Item (b) says that the Poisson process is homogeneous in time and in space: (b)
is implicitly used in (a). Note that a Poisson process is not continuous, because
when it moves it makes a jump. Put

1.30. PROPOSITION. Let the process
{(,F,P),(X(t),t=0),(W,t=0),(N,N)}

possess properties (a) and (b) in Definition 1.29. Then the following equality
holds for allt = 0 and i € N:

pi(t) = Sl e, (1.36)

1.31. REMARK. It is noticed that the equalities in (1.42), (1.40), and (1.44) only
depend on properties (a) and (b) in Definition 1.29. So that from (a), and (b)
we obtain

R (U NS NNt
and hence
pyi(t) = pj—i(t) = P[X(t) = j | X(0) =] = ((]At_) ;)!e’\t, j=i. (138

If 0 < j <, then p;;(t) = 0.

PROOF. By definition we see that p;(0) = P [X(0) = j | X(0) = 0] = do,,
and so po(0) = 1 and p;(0) = 0 for 7 # 0. Let us first prove that the functions
t — p;(t), i = 1, satisfy the differential equation in (1.45) below. First suppose
that ¢ > 2, and we consider:

pi (t+ At) —pi(t) = P[X (t + At) = i] — pi(t)

Z]P’ (t+ At) =i, X(t) = k] — pi(t)
=Z]P’[X(t+At)=i‘X(t)zkz]]P’[X(t)zk]—pi(t)
=P[X(t+At) =i |X(t)=d|p(t) +P[X (t+At) =i | X(t) =i — 1] pia(t)

+ ZEP[X (t+ At) =i | X(t) = k] pr(t) — pi(t)

— (1= AAL+ 0 (A1) pi(t) + (MNAL + 0 (A1) p +Zpk — pi(t)
= —AAtp;(t) + AAtp;_1(t) + i pr(t)o (At) . (1.39)
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From (1.39) we obtain
d

%pz(t) —Api(t) + Api—1 (). (1.40)

Next we consider ¢ = 0:
po (£ + A1) = polt) = B[X (¢ + At) = 0] - po(t)
=P[X (t+At)=0| X(t) =0]P[X(t) = 0] — po(t)
=P[X (t+At) = 0] X(t) = 0] po(t) — po(t) = (=AAL + 0 (At)) po(t). (1.41)
From (1.41) we get the equation

d

Epo( ) = —Apo(t). (1.42)

For i = 1 we have:
p1(t+ At) —pi(t) =P[X (t+ At) = 1] — p1(t)
=P[X(t+At) =1|X(t) =1]P[X(t) = 1] — pi(t)
+P[X (t+At) =1]X(t) =0]P[X(t) = 0]
=P[X (t+At) =1| X(t) =1]pi(t) — pi(t)
+P[X (t+ At) =1 | X(t) = 0] po(t)
— (=AAL+ 0 (A1) pr(t) + (AAE + 0 (A1) polt). (1.43)

American online
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From (1.43) we obtain:

d

Z01(t) = =Ap() + Apo (1). (1.44)

By definition we see that p;(0) = P[X(0) = j | X(0) = 0] = do,;, and so py(0) =
1 and p;(0) = 0 for j # 0. From (1.42) we get po(t) = e . From (1.40) and
(1.44) we obtain

4 (Mpi(t)) = AeMpia(t), i>1. (1.45)

dt

At)'

( ,'> e . This completes the proof of
7!

Proposition 1.30. O

By induction it follows that p;(t) =

In the Proposition 1.33 below we show that a process
{(Qv‘rf’P)v(X(t)?t20)7(79&1520)7(1\173\0} (146)

which satisfies (a) and (b) of Definition 1.29 is a time-homogeneous Markov
process if and only if its increments are P-independent. First we prove a lemma,
which is of independent interest.

1.32. LEMMA. Let the functions p;(t) be defined as in (1.35). Then the equality
pi(t) =P[X(s+t)— X(s) =1 (1.47)
holds for all 1 € N and all s, t = 0.

PRrROOF. Using the space and time invariance properties of the process X (t)
shows:

PIX(s+1t)— X(s)=i] = S P[X (s +1) — X(s) =14, X(s) = k]

M8

b
Il
o

I
RE

P[X (s+1t)=i+Fk, X(s)=k]

T
o

I
RE

P[X (s+1t)=i+k|X(s)=k|P[X(s) = k]

o0
= Y (P [X(s) = k] = pi(2). (1.48)
The conclusion in Lemma 1.32 follows from (1.48). O]

The following proposition says that a time and space-homogeneous process sat-
isfying the equalities in (1.34) of Definition 1.29 is a Poisson process if and only
if its increments are P-independent.
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1.33. PROPOSITION. The process {X(t) : t = 0} possessing properties (a) and
(b) of Definition 1.29 possesses the Markov property if and only if its increments
are P-independent. Moreover, the equalities

PIX(1) - X(s) =j ] =P[X() = ]| X(s) =i]
(A(t __SZ'))!]ZG)\(tS) (1.49)

=pj—ilt —8) = ,
J ( ) (]
hold for allt = s >0 and for all j =i, i, j € N.

PROOF. First assume that the process in (1.46) has the Markov property.
Let t,.1 >t, > >t >ty =0, and let i;, 1 < k < n + 1, be nonnegative
integers. Then by induction we have

P[X(tg)—X(tg_l)Zig,1§€§7’L+1]

1</l <n]
x P[X (te) = X (te-1) =i, X (tn) =k, 1 <L <n, ]
(Markov property)

[
NgE!

P [X (tn+1) -X (tn) = ln+1 { X (tn) = k]

>
Il
o

P[X (te) = X (ti—1) =i, 1 <L <, X (t,) = K]

||
s

P[X (thi1) = ins1 + k| X (tn) = k]

el
Il
o

XP[X(tZ)_X(tK—l) :iéa 1 <£<n7X(tn) :k]

(homogeneity in space and time of the function ¢t — p; ., (1))

0

Pi, iy (tn+1 - tn)P [X (tf) - X (té—l) = iK: 1< 14 < n, X (tn) = k]

el
Il
o

(apply equality (1.47) in Lemma 1.29)

[
RgE

P[X (thi1) — X (tn) = tns1]

x>
Il

0
P[X (te) — X (t1) = i, 1 <L <, X (t,) = k]
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C PX (ft) — X () = it B[X (6) = X (bpr) = ins 1< L] (L50)
By induction and employing (1.50) it follows that

PX (t) = X (tr—1) =i, L <L <n] = [ [P[X (te) = X (1) = if]

= ﬁpie (tg — tg_l) . (1.51)

We still have to prove the converse statement, i.e. to prove that if the increments
of the process X (t) are P-independent, then the process X (t) has the Markov
property. Therefore we take states 0 = g, 1,...,%n, inr1, and times 0 = t5 <
ty <--- <t, <tys1, and we consider the conditional probability:
P [X (tn+1) = in+1 ‘ X (tO) = Z'07 cee 7X (tn) = Zn]
_ PIX (tnr1) = ing1, X (fo) = do, -, X (tn) = in]
P[X(t()) = iO)"'aX(tn) = Zn]

_ P[X(to) = 19, X(tz)—X(tg_l) =1y —lp_1, 1 <€<n+1]
]P[X (t()) =19, X (tg) - X (tg_l) =1dp—ipq1, 1 <L < TL]
(increments are P-independent)
=P [X (tn+1) - X (tn) = 41 — in]
=P [X (tas1) = tns1 | X (tn) = in] - (1.52)

www.alcatel-lucent.com/careers
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The final equality in (1.52) follows by invoking another application of the fact
that increments are P-independent. More precisely, since X (t,41) — X (£,) and
X (t,) — X(0) are P-independent we have

P [X (tn+1) = in+1 ‘ X (tn) = Zn]
_ PIX (1) = X () = tnar — in, X () — X(0) = ]
PIX (t) = X(0) = in]
=P[X (ths1) — X (tn) = 1 — in) - (1.53)
The equalities in (1.49) follow from equality (1.47) in Lemma 1.32, from (1.53),
from the definition of the function p;(¢) (see equality (1.37)), and from the

explicit value of p;(t) (see (1.36) in Proposition 1.30). This completes the proof
of Proposition 1.33. 0

Let (€2, F,P) be a probability space and let the process t — N (t) and the proba-
bility measures P;, j € N in {(Q F,P,)) (N(t):t=0),(0s:5=0), (N,N)}
have the following properties:

J7jeN>

(a) It has independent increments: N(t + h) — N(¢) is independent of
FV=0(N(s)—N(0):0<s<t).

(b) Constant intensity: the chance of arrival in any interval of length A is
the same:

P[N (t+h) — N(t) = 1] = A + o(h).
(c) Rarity of jumps > 2
PN (t+h) = N(t) = 2] = o(h).

(d) the measures P;, j > 1, are defined by: P;[A] = P[A| N(0) = j];
moreover, it is assumed that Py[N(0) =0] = 1.

The following theorem and its proof are taken from Stirzaker [126] Theorem
(13) page 74.

1.34. THEOREM. Suppose that the process N(t) and the probability measures
satisfy (a), (b), (¢) and (d). Then the process N(t) is a Poisson process and

P; [N(t) = k] = %ewi), k>3 (1.54)

PROOF. In view of Proposition 1.33 it suffices to prove the identity in (1.54).
To this end we put

Fult) = Py [N(t) = n] = P[N(t) = n | N(0) = 0] = P[N(t) — N(0) = n].

Then we have, for n > 2 fixed,

falt+h) =Py [N (t+h) = zn: N(t+h)—N(t)=k, N(t)=n—k]|
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(the variables N(t + h) — N(t) and N(t) are Py-independent)
= Zn:IPO[N(t+h)—N(t) =k] xPy[N(t) =n— k|

=OJxPo[N<>=n]
By [N (1 + h) — N(t) = 1] x By [N(t) = n — 1]

+iﬁ” [N (t+h) = N(t) = k] x Py [N(t) = n— k]

) = 7]
> 1] x Py [N(t) =n—1]
> 2] x Py [N(t) =n—1]

(1—]P>0[N(t+h)—N(t
+Po[N(t+h)— N(t
—Po[N(t+h)— N(t

~—

1]) x Po [N(

~+

~— —

+ZPO (t+h)—N(t) = k] xPo[N(t) =n — k]

= (1 =AM+ o0(h)) x fult) + A+ 0(h)) frnal Zn:
= (L= MR fu() + Afor (1) + o(h).  (159)
Observe that a similar argument yields
fi(t + h) = (1= Ah) fi(t) + A fo(t) + o(h), (1.56)
and also
fo(t+h) = (1= Ah) fo(t) + o(h). (1.57)

From (1.55), (1.56) and (1.57) we obtain by rearranging, dividing by h and
allowing h | 0:

fn( ) = _)‘fn( ) + )‘fn—l(t)7 nz=l,

fo( ) = =Af(1).

These equations can be solved by induction relative to n. A alternative way is
to consider the generating function

0 0
G(s,t) :==Eq[e Z =n] =Y 5" falt).
n=0 n=0
Then aG(gi’t) = A — 1)G(s,t), and so G(s,t) = M= Tt follows that
e (A"

Py[N(t) =n] = fu(t)=¢ o Consequently, for £ > j we obtain
P;[N(t) = k] =P[N(t) =k | N(0) = j] = P[N(t) = N(0) = k — j | N(0) = j]
—P[N(t) — N(0) = k — j] = e A~ n ) = (RHS of (1.54).

(k=)
This completes the proof of Theorem 1.34. ([
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CHAPTER 2

Renewal theory and Markov chains

Our main topic in this chapter is a discussion on renewal theory, classification
properties of irreducible Markov chains, and a discussion on invariant measures.
Its contents is mainly taken from Stirzaker [126].

1. Renewal theory

Let (X;),oy be a sequence of independent identically distributed random vari-
ables with the property that P[X, > 0] > 0. Put S,, = >"_, X,, Sp = 0, and
define the renewal process N(t) by N(t) = max{n: S, <t}, t = 0. The mean
m(t) = E[N(t)] is called the renewal function. We have N(t) > n if and only
if 5, <t, and hence

P[N(t) =n] =P[S, <t] —P[S,+1 <t], and (2.1)
E[N(t)] =Y. P[N({t)=r] = > P[S, <t]. (2.2)

For more details see e.g. [4] (for birth-death processes) and [126] (for renewal
theory).

2.1. THEOREM. IfE[X,] > 0, then N(t) has finite moments for all t < .

PRrROOF. Since E[X,] > 0 there exists € > 0 such that P[X, >¢] > «.
Put M(t) = max{n: e>"_ 1{x,5e <t}. Since e > Lix, 55 < 2oy X, it
follows that N (t) < M(t), and hence, with m = [te™!],

n=1

E[N®)] <E[M(t)] =Y P[M(t)=n] = > P 1521{&25} < t]
:i > P[X;>c jel X;<e j¢ A

= i P[X, =)™ (1-P[X; > e])" ™"

n=1 k=0

m 0

<N Prx, > (n)l—IP’X>g"k
dpiazet 3 (3) 0Pz
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_ iP[Xl >€]ki (”Z’“) (1-P[X, =¢])"

k=0 n=0
1 t
- (|- . 2.
ezl ) &
O (n+k 1

In the final equality in (2.3) we used the equality: < >zk =
y in (2.3) y nz_jo N TG
for |z| < 1. The inequality in (2.3) shows Theorem 2.1. O]

It follows that E[N(¢)] is finite whenever E [X,] is strictly positive. This fact
will be used in Theorem 2.2.

2.2. THEOREM. The following equality is valid:
E[Snwi1] = E[XGJE[N(t) +1].

The equality in Theorem 2.2 is called Wald’s equation.

PROOF. The time N(t) + 1 is a stopping time with respect to the filtration
Fo=0(X,:0<r<n)=0(S,—rE[X;]: 0<r<n).
Notice that the process n — S, — nE[X;] is a martingale, and hence
E [Sivi+1yan — (N(t) + 1) A n) E[X1]]
—E[Sivamo — (N(1) + 1) A ) E[X1]] = 0. 2.4)
Since E [N(t)] is finite, from (2.4) we get by letting n tend to co:
0= lim E[Sn@+1yan — (N(t) + 1) A n)E[Xq]]

n—0oo
= E [Siv@+n — (N(t) + D) E[X4]] . (2.5)
Consequently, the conclusion in Theorem 2.2 follows. U

2.3. THEOREM. Let (X, ),y be a sequence of independent, identically distributed
random variables such that P[X, = 0] = 0. Put So =0 and S, = >, X,. Let
the process N (t) be defined as in (2.2). Let F(t) be the distribution function of
the variable X,.. Put m(t) = E[N(t)]. Then m(t) satisfies the renewal equation:

0

m(t) = F(O) + | m(t = )dP(s) = 3} () 0.1, (2.6

k=1

where pp(a,b] = F(b) — F(a), and p * pa(a, b] = So So (ap] (8 + 1) dpr(s)dpa(t),
0<a<b (ie convolution product of the measures ji and 2 ). Moreover,

<1 — L . e—ASdF(s)) X A L - e Mm(t) dt = L . e MdF(s).

If X, are independent exponentially distributed random variables, and thus the
process (N(t) : t = 0) is Poisson of parameter A > 0, then m(t) = At.
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PROOF. On the event {X; >t} we have N(t) = 0, and hence by using
conditional expectation we see

m(t) = E[N(®)] = E[N()Lix, <)

=E[E[N(®)1px<y | o (X1)]]

= E[1pacE [N() = N (X1) |0 (X)]] + E[1pa<E [N (X)) | o (X1)]]
(on the event {X; < ¢} we have N (X;) = 1)

=E[1x, B [N(@#) = N (X1) [0 (X)]] + E[1x,<pE[1 ] 0 (X)]]
(the distribution of N(¢)—N(s), t > s, is the same as the distribution of N (t—s))

= E[1x,<gE [N (t — X1) | o (X1)]] + E[1x,<pE[1 ] 0 (X1)]]

E[N(t = X1) 1x<n] + B [1px<]

J m(t —xz)dF(x) + F(t). (2.7)

This completes the proof of Theorem 2.3. OJ
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2.4. LEMMA. Suppose P[X, < o] = 1. Then

tlim N(t) = o, P-almost surely. (2.8)
—00
N(t)+1
PrROOF. Put Z = lim N(t) = sup N(¢). Observe that Z X = t, and
t—00 t=0 el
Z+1
hence by letting ¢ — oo, the event {Z < o0} is contained in U {X, = o}, and
r=1
thus
Z+1 0
P[Z < 0] = U{X—oo} Z<oo]\ [U - ]
Z P[X — 0. (2.9)
The result in Lemma 2.4 follows from (2.9). O

N(t)+1
Since lim; ,,, N(t) = oo P-almost surely, we have lim <)—+ = 1 P-almost

TN
surely. The following proposition follows from the strong “law” of large numbers
(SSLN).

2.5. PROPOSITION. Let (X, ),y be a sequence of non-negative independent, iden-
tically distributed random variables in L' (Q,F,P) such that P[X, < wo] = 1.
Then
lim SN(t im Sy
t—00 N( )+ R N(t)

=E[X:], P-almost surely. (2.10)

2.6. THEOREM (First renewal theorem). Let the hypotheses be as in Proposition

2.5. Then
N(t 1
tli_{g) t( ) = B[N P-almost surely. (2.11)

PROOF. By definition we have Sy <t < Sn@)+1, therefore
SN(t) - t N(t)+1 SN(t)+1

~

~

NG SNGO S NG N+ (2.12)

The result in (2.11) now follows from (2.12) in conjunction with (2.8) and (2.10).
This proves Theorem 2.6. [
The proof of the following theorem is somewhat more intricate.

2.7. THEOREM (Elementary renewal theorem). Let the hypotheses be as in
Proposition 2.5. As above, put m(t) = E[N(t)]. Then

. m(t) 1
| = .
et E[X]

(2.13)
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2.8. REMARK. From Theorem 2.6 and 2.7 it follows that the family
N
{—(t) = 0}
t
is uniformly integrable. Here we use Scheffé’s theorem.

PROOF OF THEOREM 2.7. This equality has to be considered as two in-
equalities. First we have ¢t < Sy(;+1, and hence by Theorem 2.6 we see

t <E[Snw+1] =E[X](E[N()] +1) = E[Xq] (m(t) +1). (2.14)
The inequality in (2.14) is equivalent to
m(t) 1 1
= - —. 2.15
t E[X:] ¢t (2.15)
From (2.15) we see
Lo.m(t) . 1 1y 1
llgl_l)glf — 2 llgl_l)glf (E X, ¥> “EXT (2.16)

For the second inequality we proceed as follows. Fix a strictly positive real
number a, and put N,(¢t) = max{n e N: >"_ min (a, X,) < t¢}. Then N(t) <
N,(t). Moreover, by Theorem 2.2 we have
t = E[Sn,0] = E [Sn.)+1 — min (@, Xn,@)+1) ]
= E [min (a, X1)] E [N, (¢) + 1] — E [min (a, Xy, @)+1) ]
> E [min (a, X1)]E[N(t) + 1] —a = (m(t) + 1) E [min (a, X1)] — a. (2.17)
Hence, from (2.17) we obtain:

m(t) _ 1 a — E [min (a, X1)]

< 2.1
© S Efmin(a, X)] | 7E [min (@, X1)] (2.18)
From (2.18) we deduce:
: m(t) 1
1 < for all 1 . 2.1
im sup — E [min (@, X0)]" or all large a > 0 (2.19)
By letting a — o0 in (2.19) we see
1
lim sup m(t) (2.20)

< .
t—o0 t E [Xl]

A combination of the inequalities (2.16) and (2.20) yields the result in Theorem
2.7. U

Next we extend these renewal theorems a little bit, by introducing a renewal-
reward process (R,), .y, Where “costs” are considered as negative rewards. We
are also interested in the cumulative reward up to time ¢: C(t) (the reward is
collected at the end of any interval); C;(t) (the reward is collected at the start of
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any interval); Cp(t) (the reward accrues during any given time interval). More
precisely we have:

N(t)
C(t) = Z R;, terminal reward at the end of time interval, (2.21)
j=1
N(t)+1
Ci(t) = Z R;, initial reward at the beginning of time interval, (2.22)
j=1
N(t
Cp(t) = Z R; + Pn@y+1, partial rewards during time interval. (2.23)
j=1
For the corresponding reward functions we write
ct) =E[C®)], () =E[Ci(t)] and c(t) = E[Cp(1)]. (2.24)
We are interested in the rates of reward: @, Cit(t), and Cr(t) . It is assumed

that the renewal process N(t) is defined by inter-arrival times X, r € N. As
above these inter-arrival times are non-negative, independent and identically
distributed on a probability space (2, F,P). It is also assumed that the renewal-
reward process R,, n € N, consists of independent and identically distributed
random variables in the space L! (2, F,P).

> Apply now
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The following theorem will be proved.

2.9. THEOREM (Renewal-reward theorem). Suppose that 0 < E[X;] < oo,
E[|R|] < o, and that the sequence (n™'P,), _ is uniformly bounded in n € N
and w, and has the property that lim,_,,n 1P, = 0, P-almost surely. Let the
notation be as in (2.21), (2.22), (2.23), and (2.24). Then the following time

E
average limits exist P-almost surely and they are identified as 1] :
E[Xi]
; E
lim 0] = lim Gt = lim Cr(t) = [Rl], P-almost surely. (2.25)
t—oo ¢ t—-o t—00 t E [Xl]

The following equalities hold as well:

€O _ el L eot) ELR)]
i S Tha) (2:20)

E[Ri]
E[Xi]
accruing in a cycle” divided by “expected duration of a cycle”.

Observe that the quotient can be interpreted as the “expected reward

Other conditions on the sequence (P, : n € N) can be given while retaining the
conclusion in Theorem 2.9. For example the following conditions could be im-
posed. The sequence (P, : n € N) is P-independent and identically distributed,
or there are finite deterministic constants ¢; and ¢y such that |P,| < ein+cy | R,

and lim —* = 0. In these cases the sequence [ — : n € N | is uniformly inte-
n—o0 M, n

grable and lim — = 0 P-almost surely.
n—ao N

PrRoOOF. By employing Theorem 2.2 and the strong law of large numbers we
have
o) .. SNMUR N@{)  E[R]
lim —~2 =1 k=1 = . 2.27
St isw N()  t  E[X] (2.27)
Ci(t)

In exactly the same manner, with N(¢) 4+ 1 replacing N (t), we see tlim ZT =
—00
E[R;]

b, :
. By hypothesis we know that lim — = 0 P-almost surely. Since

E [Xl] n—o 1
tlim N(t) = oo P-almost surely
—00
P
we see that lim —2*L — 0. This together with (2.27) shows that
t—>o N(t) + 1

! Cp(t) E[R]
5wt E[X)

These arguments take care of the P-almost sure convergence.

Next we consider the convergence of the time averaged expected values. For
convergence of time average of the reward function c¢;(t) = E[C;i(t)] we use
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Wald’s equation (see Theorem 2.2) and the elementary renewal Theorem 2.7.
More precisely we have:

N(t)+1
¢(t) = E[Cy(t)] = E[ Z R;

Then we divide by ¢, take the limit in (2.28) as ¢ tends to c0. An appeal to

(t E
Theorem 2.6 then shows the existence of the limit lim i(t) = [11] which

R,
is the second part of (2.26) in Theorem 2.9. First observe that lim — =0

n—0oo
P-almost surely. This can be seen by an appeal to the Borel-Cantelli lemma. In

fact we have

B [’R' ] i[“ﬁ n]gfpl@m]qu‘z—l’].

=E[RJ(E[N()] +1). (2.28)

n=1
(2.29)
Ry,
From (2.29) together with the Borel-Cantelli lemma it follows that lim — =0
n—0 M,

R, : : .
P-almost surely. Consequently, the sequence {— :neN } is P-uniformly in-
n

tegrable. Then we have

[Bxe] _ N+ 135500 R,

t t N(t)+1 ~

(2.30)

and hence by Wald’s equality

Bxwal | _ | N+ 15 Rl | _om() +1
t R t N(t)+1 t

E[|R]]. (2.31)

By the strong law of large numbers and by the elementary renewal theorem 2.7
we see that the families of random variables

AR N +1 500 R,
t t N(t)+1 "~

t>0, (2.32)

RN(t)+1

is uniformly integrable. Consequently the family Dt > O} is uniformly

integrable, and hence it converges pointwise and in L' (2, F,P) to 0. Since

N(t)+1
C(t) 1 m(t) +1 E [RN(t)+1]
—=—-|E R,| —E|R = ——E[R] - ———F——.
‘ p ( [ 1;1 k | N(t)+1]) " [R1] ;
(2.33)
. . E[R]
The right-hand side of (2.33) converges to B[] This proves the first part of
1

(2.26) in Theorem 2.9. In order to prove the third part we need the uniform
P
integrability of the family {% = 1}. This fact is not entirely trivial.
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Let the finite constant C' be such that |P,;;| <

Renewal theory and Markov chains

C(n+1) for all n € N and P-

almost surely; by hypothesis such a constant exists. From Remark 2.8 it follows

N(t)+1
that the family {(1—4_ = 1} is uniformly integrable. Since

|PN +1| ‘PN(t+1}Nt +1

N(t)+1

t N()+1

(t)
t
. P
it follows that the family { 1} is uniformly integrable as well. If

t 1 oo, then N(t) 1 oo, and hm t E[Xl]

\

(2.34)

in L' (Q,F,P) as well as P-

almost surely: see Lemma 2.4, theorems 2.6, 2.7, and Remark 2.8. From (2.34)

E [|Pyt)+1]]
t

it follows that lim
t—00
2.9.

= 0, which concludes the proof of Theorem
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1.1. Renewal theory and Markov chains. Next we consider this re-
newal theory in the context of strong Markov chains. Let (2, F,P) be a proba-
bility space and let X,,, m € N, be a Markov chain on (2, F, P) with state space

(S,8). Fix two states j and k € S. Define the sequence of stopping times 7, k( ),
r € N, as follows:

Tk(TH) = min {n > T,gr) X, = k} , T,ﬁo) =0. (2.35)

It X,, =k forn > T,gr), then we put T,S"H) = 0. The sequence of differences
kar) — Tk(rfl), r > 1, are P;-independent and identically distributed.

2.10. THEOREM. Let f : [0,00] x S — R be a bounded measurable function.
Then

T(HS) = T( N4 T o 19T(T) on {T,Y) < oo}, and (2.36)
7“+s
[ (T T(r+s)> 1{T(r)<oo} ‘ ?T(r)]
j <T(T+s T(T+S)) {T<T . } ‘ g (TkE )’ XTIST)>:|

- |f
=B | (7 Xpgeon ) Lggor ey o (T07)

X)) [ = £ (T0@) + T @) Xy @) | Lz @)
—wis By [w - f( T (@) + T (W), Xy, (w'))] Lig oy (@) (2:37)

Consequently, conditioned on the event {T,ir) < oo} the stochastic variable

= w

T]ET+S) o T,Er)
and the o-field StTm are P;-independent.

Suppose that Py [T( < oo] =1 and P; [Tél) < oo] > 0. Then
By [T < 0| =B, [T < 0],

r+1)

and the variables Tk( — Tk(r), r € N, have the same distribution with respect

to the probability measure A — P, [A ‘ Tk(l) < oo].

Here P;j(A) =P [A ! Xo = j], AeF, je S. Theorem 2.10 is a consequence of
the strong Markov property.

PRrOOF. First we prove (2.36). On the event {Tér) < oo} we have
T = min n>T(T) X, =kt =min{n>17"": X ol,m =k
k n koo Gpop() 2 V)
_ () : I ol OB _ }

= T,y) + min {m =>1: X,,o0 19T(r) = k‘}
k
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— T+ 1V 00 (2.38)

The equality in (2.38) shows (2.36) in case s = 1. We use (2.38) with s respec-
tively r + s instead of r to obtain (2.36) by induction on s. More precisely we
have

Tlgr) .

7O 7 . o 4 (T(s) +TW o ﬁT(S ) 0 Uy (2.39)
=T + 1 ° D) + 1 O Up(r) L 1o) o e
(induction hypothesis)
— T 0 O e = Ty, (2.40)

where in (2.39) we employed (2.38) with s instead of r and in (2.40) we used
r+ s instead of . The equality in (2.40) shows (2.36) for s+ 1 assuming that it
is true for s. Since by (2.38) the equality in (2.36) is true for s = 1, induction
shows the equality in (2.36).

Next we will prove the equality in (2.37). From equality (2.36) we get
(r+s)
]Ej |:f <Tk ,XTI£T+S)) 1{TI§T)<OO} | ?Tlgr):l

=E; lf <T( r) 4 T o 19T<T),XT<T)+T s)oﬁ o ) {T <OO} ’ ?Tlgr)]
_ (r) (s)
=E; [f (Tk + 1,70 ﬁTé”? T © 19T,£”> 1{T£”<oo} ‘ ffT,g”]

(the variable T,ET) is rJ'“Tm—measurable in combination with the strong Markov
k

property)
_ (r) (s)
=W — EXTlgr)(u)(w) [f (Tk (w) + Tk ,XTIES)>] 1{Tlir)<oo}<w)

—we [ f (T,ﬁr) (W) + T, XTIES))] L3 2y (@) (2.41)

The equalities in (2.41) show that the first, penultimate and ultimate quantity
in (2.37) are equal. Another appeal to the strong Markov property shows that

the first and second quantity in (2.37) coincide. Since on the event T,Sr)

<

the equality X = k holds, the second and third quantity in (2.37) are equal
k

as well. This proves that all quantities in (2.37) in Theorem 2.10 are the same.

We still have to prove that on the event {Tk(r) < oo} the stochastic variable

T — T and the o-field F, are Pj-independent. This can be achieved
k
as follows. Let the event A be F_()-measurable and let g : [0,0] — R be a
k
bounded measurable function. Then we have

Ej [g (TIET+S) — T;g”) 14 1{T,§T><oo}] = Ej [g <Tk(8) o 19T15T)> 14 1{T,§T)<oo}] (2.42)

=B [B |9 (T 00500 ) 1a [ Fy0 | 1ppo oy |
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=B |E; |9 (T 00y ) | Fpr | Lalppo_ |
(strong Markov property: (2.37))
=5, B [0 (1) a1y | = B[22 o (107) ] 1010
= B[ (1) | B |14t | (2.43)
(another appeal to the strong Markov property: (2.37))
E; 1410
Py |7\ < oo
B, |E; |9 (T 0 9y0) Lgor oy | Ty | | B |14 | T < ]
(use (2.36))
=B [B |9 (10 = 1) 10y | T || B |14 [ T < 0]

~ E [g (T,g””) - T,S")) 1 {Té,.)@}] E, [1 2| T < oo] . (2.44)

=E; [Ej [9 (TIES)) © ﬂTér)l{T,ﬁ”«D} | ?ngr)]]
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From (2.44) the P;-independence of T,YJFS) —Tk(r) and the o-field & - conditioned
k
on the event {Tk(r) < oo} follows. Since the expressions in (2.42) and (2.43) are

equal it follows that the P; [ ‘ T,gl) < OO] -distribution of the variable Tk(TH) —

Tk(r) does not depend on r, provided that
Py [{T < o]\ {1 < = }| = 0. (2.45)
By the strong Markov property it follows that

By |10 < o] = By [T < oo | By [ T < oo]r. (2.46)

Since, by assumption, P} [T,fl) < oo] = 1, (2.46) implies that the probabilities

P; [T k(r) < oo] do not depend on r € N, and hence (2.45) follows. This proves
Theorem 2.10. O

2.11. DEFINITION. Let j € S. If P; [Tj(l) < oo] = 1, then j is called recurrent
(or persistent). If P; [Tj(l) < oo] < 1, then j is called a transient state. A

recurrent state for which E; [Tj(l)] = o0 is called a null state. A recurrent state

for which E; [Tj(l)] < o is called a non-null or positive state.

From (2.46) it follows that P; [Tj(r) < oo] = P, [Tj(l) < oo]r, and hence if a
state j is recurrent it is expected to be visited infinitely many times. Let
NF = > 1(x,-k be the number of visits to the state k, and put VJ’? =
E; [N¥] = E[N* | Xo = j]. Then

e ¢]
=3 = Y P[X, =k | Xo =] (2.47)

We also have {N*¥ >r + 1} = {T,ETH) < oo} and hence by (2.46) we get

P, [T,ﬁ’"“) < oo] —P; [NF >+ 1] = P; [NF > 0] P, [N* > 0]"

— 1, |1 < 0| By [V < o (2.48)
From (2.47) and (2.48) it follows that
00] a0 ee]
=P = D P[X, =k | Xo = 4] =B [N* > 0] Y P, [N* > 0]".
n=1 n=1 r=1

(2.49)
Suppose that the state j communicates with &, i.e. suppose that p%) > ( for

some integer n > 1. From (2.49) it follows that the state k is recurrent if and

(n) )

only if > | pjz = o0. The state k is transient if and only if >, pﬁ < 0.
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2.12. THEOREM. Suppose that the states j and k intercommunicate. Then either
both states are recurrent or both states are transient.

PROOF. Since the states j and k intercommunicate the exist positive inte-

(m)

gers m and n such that p5” > 0 and p,(;;) > (. For any positive integer r we

then have

Py = pﬁ?)piﬁpi’f (2.50)
(r)

By summing over r in (2.50) we see that >, p]] < wifandonly if >, 7, pp) <
. From this fact together with (2.49) the statement in Theorem 2.12 follows.
O

2.13. DEFINITION. A Markov chain with state space S is called irreducible of all

states communicate, 7.e. for every j, k € S there exists n € N such that pﬂ) > 0.

If X is irreducible and all states and one, and so all states, are recurrent, then
X is called recurrent.

2.14. THEOREM. Let X be a recurrent and irreducible Markov chain. Put
T

k
=B D lxemp [ Xo=k | =Bi | Y] Lixyy | - (2.51)

u=1

Then 0 < vf <o, 7, keSS, and vf = s vFpi;. In other words the vector
(U;c 1 j € S) is an invariant measure for X.

PrROOF. First we prove that 0 < v;? < . Therefore we notice that

(1)
Tk

o0
Z Lixoj | = Z P, [Tél) > Tj(r+1)]
u=1

=0

<

o0
- 2P o[ = 1) (10 = 1) (2.52)
where we used the equahty:
P, [T,ﬁ” > Tj(’”“)] ~ P, [Tk(l) > Tj(l)] (Pj [Tk(l) > T;”DT. (2.53)

Suppose j = k; for j = k we have vf = 1. The equality in (2.53) follows from
the strong Markov property as follows. For r = 0 the equality is clear. For
r > 1 we have

P T > T(T“)] - T > T.“““), T > 1 + 1

J

=P, T(r) + T o ﬁT(r) J(r) ;o 19,1—,(7“), (1) T(r) + 1]

= B [P [TV 0 000 = TV 00,0
L J J

F (7‘):| , Tk(l) > T.(T) + 1]

Tj J

(strong Markov property)

= E; |Px , [TkE” > T.(l)] T =T 4 1]
L7
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— B [P |10 > 1], 10 > 10 +

1
— P, [T,§1> > T.(”] Py [T,ﬁ” > T 4 1]

J

(induction with respect to )

1 n1\" 1 1
= (B |7V = 1V|) BT = T (2.54)
Since Py, [Tk(l) > Tj(l)} > ( it follows by (2.52) that vé? > 0. By the same equality

and using the fact that P; [T,El) > Tj(l)] < 1 we see v;-“ < 0.

Next we prove the equality: U"? = Yics UFpi;. Therefore we write

T

0
Z 1{Xn =j} Z [ = ]a (1) = n]

Py X0 = j Xoa =i, T = 0

,_.

||
s

B
n
S
Il
it

[
18

Bp [Pr [Xo = j [ Fo] s Xt = T = ]

I
—_

€S n

.

(Markov property)

0
- Z Z ]Ek I:]P)anl [Xl = .7] ’ Xn—l = Z., T]gl) = n:|

€S n=1
=SB [ = ) ZPk[ ”—1>n]
€S
V-1
=Y Pi[Xi = j]E | D) Lix,—y
€S | n=0
T
=Y Pi[ X1 = j]Ei | D] Lixamsy | - (2.55)
€S n=1

In the last equality of (2.55) we used the equality

7MW _q
k k
Ex Z Lix,—iy | = Eg Zl{X":i} ;

which is evident for ¢ = k and both are equal to 1 for ¢ = k. As a consequence
from (2.55) we see that vF = 3. _cvlp;;. O

2.15. COROLLARY. Let the row vector vF := (v;€ tJE S) be as in equality (2.51)
of Theorem 2.14. Then v* is minimal invariant measure in the sense that if
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x = (xj : j € S) is another invariant measure such that x;, = 1. Then x; > v;?,

jeSs.

Proor. We write:

j = Pkj + Z TsPsj
s€S, s=k

=P | X =5, TV =1+ Y D] maupanpa;

- sleS,slzk SQES

_ ' L _
= ]Pk Xl =1 TkE ) = 1 + Z pkslpslj + Z Z x82p5231p51]

51€S 51— S1€S Sl—k SQES S9= k

SB[ X1 =5, 7O = 1] + P, [X2 T s 2]

TR [Xn — 5, TV > n] . (2.56)

Upon letting n tend to oo in (2.56) we see that z; > v;-“. This proves Corollary
2.15. O

(]
B By 2020, wind could provide one-tenth of our planet's
ra I n p O W e r electricity needs. Already today, SKF's innovative know-
how is crucial to running a large proportion of the
world’s wind turbines.
Up to 25 % of the generating costs relate to mainte-
nance. These can be reduced dramatically thanks to our

stems for on-line condition monitoring and automatic
jcation. We help make it more economical to create

Therefore we'need the best employees who can
eet this challenge!

Tr)_af Power of Knowledge Engineering

'-r:-‘%.i

o
Plug into The Power of Knowle‘nglneering.
Visit us at www.skf. com/know1ed" .
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2.16. THEOREM. Let X be a irreducible Markov chain with transition matriz

P = (pij)(i,j)esxS'
The following assertions hold:

(a) If any state is non-null recurrent, then all states are.
(b) The chain is non-null recurrent if and only if there exists a stationary
distribution w or invariant measure. If this is the case, then

1 .
Th=—7r——= and v} = i} (see (2.51)). (2.57)
B 7] i

As a consequence of (2.57) stationary distributions are unique.

PROOF. (a) The proof of assertion will follow from the proof of assertion

(b).

(b) Let k be a state which is non-null recurrent. By Theorem 2.12 it follows
that the chain is recurrent. By Theorem 2.14 the vector (v;g (J € S) as defined
in (2.51) is an invariant vector. Since k is non-null recurrent it follows that

vk 1
0 < Eg [Tk(l)] < o0, and that the vector [ £ :j¢€ S|, with 7, = ————,
Tk E, [Tk(l)]

is a stationary vector. It follows that if the irreducible chain X contains at
least one non-null recurrent state, then there exists a stationary distribution.
Next suppose that there exists a stationary distribution m := (7; : j € ). Then

T = Y, jes ijgz) for all n € N. Since the chain is irreducible, and the vector is
a probability vector, at least one 7;, = 0. By irreducibility there exists n € N

such that p%,)c = 0, and hence m, = 0, k € S. Consider for any given k € S the

vector x = 2 jeS|. Then z; = 1 and by Corollary 2.15 z; > v;‘? for all
Uy

j € S. It follows that

; 1
m@ﬂ=2ﬁ< GERN (2.58)

JES JeES Tk Tk
Therefore k is non-null recurrent for all £k € S. It follows that if there exists
one non-null recurrent vector k € S, then all states in .S are non-null recurrent.
Altogether this proves assertion (a), and also a large part of (b). From (2.58)

the first equality in (2.57) follows. Finally we will show the second equality

in (2.57). The vector x — v* is invariant and, by Corollary 2.15 T vf = 0.
Uy

Hence we obtain, for all positive integers n,

T n Uy n
0=1—v = Z (7T_k — vf) pgk) = (7?_2 — vf) p§k). (2.59)

€S
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(

In (2.59) we choose n in such a way that pjz) > 0. By irreducibility this is

possible. It follows that (see (2.51))

T TV . E, [Tél)]
v =K uZl Lix,—j | Xo=k| =Ey4 uZl Lix=i) | = 7 = m (2.60)
J 17

The second equality in (2.57) is the same as (2.60). This concludes the proof of
Theorem 2.16. U

Let k& be a non-null recurrent state, and suppose that the state is j intercom-
municates with k. Then both states are non-null or positive recurrent. Next we
define the renewal process Ni(n), n € N, as follows:

Ni(n) = max {7’ : Tkgr) < n} : (2.61)

Notice the inequalities:

TR g Nl

and hence T, k(m) = n if m = Ng(n). We are interested in the following type of

limits:
n—awo N

lim lZpl(:;) = lim lZ:IP’[XK =7 | Xy = k]
D =1

: 1 ¢
= lim E 52 L=y | Xo=FK|. (2.62)

n—oo
(=1

Put m = Ni(n). Then T,gm) = n, and consequently we see

T(“)
1 Ne(n) 1 & %
2l =)0 D Ly (2.63)
/=1 UZIE T£u71)+1

Notice that for j = k£ we have

)
T

1 m
- > D, lxep =1

u=ly_p(v=b 4

and consequently,

1 " Nk(n)
;Zl{xe:k}z —
=1

Hence, we observe that (see Theorem 2.6)

1 & N, 1 1
lim — Z 1ix,—1y = lim k() = = —, P-almost surely.
=1

nmw 1 S D N

(2.64)
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We also see that

Z Z Lix,=5- (2.65)

u=ly_p{= 4y

1 Z”: X
= o2 HXe=iy =
n =1

From the strong law of large numbers we get:

T
aim Z Z Lixmyp =B | D Lixmpy | Xo = k| = of. (2.66)
u=lp_g{v= 1y u=1
From (2.63), (2.64), and (2.65) we obtain:

1 N;
D = limﬂ lim — Zl{Xe —j}
2[r \XH} ST

(u)
k
vh
= lim Z Z 1ix,—j) = ! : (2.67)
noo g E[7{"| Xo = k]

The equality in (2.67) together with Theorem 2.9 shows the following theorem.

2.17. THEOREM. Let the sequence of stopping times (T,E”) be defined as in
reN

(2.35), and let Uf be defined as in (2.66). Suppose that the states j and k
intercommunicate and that one of them is non-null recurrent, then the other is
also non-null recurrent. Moreover,

1 vk
lim Lix,—jp = = d , and  (2.68)
SR e et
Ay
Ji 2 900l =t £ 3 P[5 | Xo = 4
1 vk
J . (2.69)

[TV | X = j] E|T{" | Xo = k]
Hence, with m; = lim — Zp ~E|TY ‘ Xo = 7|, and v¥ as in equalit
, j = lim ko My = E|T; 0=1Jl ; quality

k
(2.66) we have m; = 1 5,
L

1.1.1. Random walks. In this example the state space is Z, and the process
Xn, n € N, has a transition probability matrix with the following entries: p;_;; =
¢ Piv1;, =D, 0<p=1—-¢g<1,and p;; =0, j # i+ 1. Such a random walk
can be realized by putting X,, = >/_, Sk, where Sy is the initial state (which
may be random), the variables Sy, k € N, k > 1, are P-independent of each
other and are also P-independent of S;. Moreover, each variable S, k > 1, is
a Bernoulli variable taking the value +1 with probability p and the value —1
with probability ¢. This Markov chain is irreducible: every state communicates
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with every other one. The set of states is
transition matrix looks as follows:

&

closed. The corresponding infinite

q 0 p O
0 g 0 o

n n 2
The state 0 has period two p(2 o = 0, and p(2 ) = < n) p"q". In order to
n

check transiency (or recurrence) we need to calculate
2
Yoot = ( )p”q”- (2.70)
n=0 n=0 n
By Stirling’s formula we have n! ~ +/2mnn"e™"

n!
lim — = 1.

n—0 /2rnnte="

, which means that

Vouwro Touexs | Resanr Toocks | Macs Toveks | Vowo Buses | Vowo Cowsteucnion Esumsest | Wowo Pesm | Vowo Aeno | Wowo IT
Vowo Fimswcer Sepnces | Vowo 3P | Vowo Powerream

| Vowo Pazrs | Vowo Tecuwowosr | Vowo Loasncs | Busimess Anes Ase
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Since

2n\  (2n)!  dmn (2n)*" e 2n 4 (2.71)
n) (n!)2 orn2ntle—2n /1 '

the sum in (2.70) is finite if and only if the sum

i (ilf%n < . (2.72)

Ifp=1-¢q # %, then 4pg < 1, and hence the sum in (2.72) is finite, and

so the unrestricted asymmetric random walk in Z is transient. However, if

p=q= 2, then 4pg = 1 and the sum in (2.72) diverges, and so the symmetric

unrestricted random walk in Z is recurrent. One may also do similar calculations

for symmetric random walks in Z2, Z3, and Z¢, d > 4. It turns out that in Z? the
n . n 1

2n-th symmetric transition probability p(()% ) satisfies (for n — o0) p(()% P
™m

and hence the sum Y poo ) — o0, It follows that the symmetric random walk

in Z? is recurrent. The corresponding return probability p(()%”) for the symmetric
random walk in Z? possesses the following asymptotic behavior:

en _L(3) L
00 2\ 7 n3/2’
Hence the sum >, poo °") < o0, and so the state 0 is transient. The 2n-th return
probabilities of the symmetric random walk in Z¢ satisfies

(2n) Cd
Doy = ~ _nd/Q’ n — 0,

for some constant ¢, and hence the sum >, p(()%n) < o0 in dimensions d > 3.
So in dimensions d > 3 the symmetric random walk is transient, and in the

dimension d = 1, 2, the symmetric random walk is recurrent.

We come back to the one-dimensional situation, and we reconsider the return
times to a state k € Z: Tk( =inf{n >1: X, = k}. Notice that S, k € N, are
the step sizes which are £1. Also observe that X = Z i—0 ;- We consider the

moment generating function G, x(s) = Ej [STlil)], 0 < s < 1. Observe that on
the event {Tél) } the quantity s” " has to be interpreted as 0. In addition,
we have P; [T,il) > T,gi)l] =P; [T,Ejl < oo] for k > 7, k, j € Z. Then it follows

that T,gl) = T,gl + Tk(l) o U, , Pj-almost surely, k > j, k, j € Z. Then by the
k—1
strong Markov property we get

(1) (1)
Tk*l +Tk OﬁTlgl)

Gjr(s) = E; [STS)] =K, [s -1, T;.El_)l < oo]

T{Mow
(1)
= E] [STkll]E]‘ [3 T(l) | 9 (1) ] ’ Tlglf)l < OO]
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(Markov property)

=E; [ST’éllek—l [sTlgl)]] =E; [sTélf)l] Er—1 [ST’ED] : (2.73)

From (2.73) we see by induction with respect to k that
k-1
Gin(s) = [ [ Gresi(s) = Goa(s)*. (2.74)
]

In the final step of (2.74) we used the fact that the P,-distribution of Té(}r)l is

the same as the Py-distribution of Tl(l). This follows from the fact that the
variables S,,, m € N, m > 1, are independent identically (Bernoulli) distributed

random variables. Notice that T' 1(1) =1+ Tl(o) o ¥y, Pp-almost surely. Here
Tl(o) =inf{n >0: X, = 1}. Again we use the Markov property to obtain:
Goa(s) =Eog [eSTl(l)] =, [SHTfO)Oﬂl]

(0

= sl [Eo Bt | 91” = sl [EXl [S 1 H

= SEO 7EX1 [STl(O)] s Xl = 1]] + SEO [Exl [STl(O)] s Xl = —1]

= SEO ]El _STl(O)] s X1 = 1] + SEO [E,1 [STI(O)] s X1 = —1:|
(notice that T{” = 0 P;-almost surely, and T, 1(0) =T 1(1) P_;-almost surely)

= sp+ sqE_; [sTl(l)] = sp+s5qG_11(s)
= sp + 5qGoa(s) = sp + sqGo1(s)*. (2.75)

In the final step of (2.75) we employed (2.74) with j = —1 and k£ = 1. From
(2.75) we infer

1— (1 —4pgs®)"”

G = 2.76
0a(5) o (276
By a similar token (i.e. by interchanging p and ¢) we also get
1—(1- 4pq32)1/2
G = : 2.77
10(s) s ( )

Next we rewrite Go(s):

GO,O(S) _ ]EO [STél)] _ EO [81+T0<0>0191:| _ SE() [EO |:STO(O>0191 | 91]]

— s | Ex, [ 5™ ||

1= + =
(OH the event {X 1} the equahty j-b 7-6 holds IP’Xl—almost surely)

= s, []EXl [STSI)] , Xy = 1:| + sEg [EXl |:STO(1>] , Xq = *1]
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— sF, [El [sTé”] X = 1] + 5T, [E_1 [sTé”] X = —1]

[ ()] (1)
— spEy |sT0 " | + sqE_4 [STO ]

((space) translation invariance)

7 (1)
= spE,; sTOl + sqlE [STll ] = spGi(s) + sqGoa(s)

(employ the equalities in (2.76) and (2.77))

1—(1—dpgs®)”  1-(1—4pgs®)"”
9 + sq
DS 2qs
=1- (1 - 4pq32)1/2.

Then we infer
Py [To(l) < OO] = lim Goo(s) = 1— (1—4pg)"”

sT1,s<1
=1-[1-2p[=1—lq—p|.

As a consequence we see that the non-symmetric random walk, i.e. the one with
1

q # p, is transient, and that the symmetric random walk (ie. p = ¢ = 3) is
recurrent. However, since
S
Eo |780] = lim Giols) = Jim ——— —
o[To7] = fim, Gools) = M em =

it follows that the symmetric random walk is not positive recurrent.

EXPERIENCE THE POW

FULL ENGAGEMENT...

RUN FASTER.
RUN LONGER..
RUN EASIER...
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In the following lemma we prove some of the relevant equalities concerning
stopping times and one-dimensional random walks.

2.18. LEMMA. Employing the above notation and hypotheses yields the following
equalities:

(i) The equality TJ( S o1+ T )09, holds Py-almost surely for all states k,
j e .
(ii) Fork > j, k, j € Z the equality T,él) = T,ii)1+T,§1)019T(1) holds P;j-almost
k—1
surely.
PROOF. First let us prove assertion (i). Let j and k be states in Z. Then
Pi-almost surely we have
1+T oth =1+inf{n >0: X, 00 =j}
=inf{n+1:n=>0, X, =j}=inf{n>1X, =75} = T(I) (2.78)

The equality in (2.78) shows assertion (i). Next we prove the somewhat more
difficult equality in (ii). As remarked above we have

P; [Tk(l) > T,gl_)l] =P [T,El_)l < oo] .
Indeed, in order to visit the state & > j the process X,,, starting from j has
to visit the state & — 1, and hence P, [T,ﬁljl < Tk(l)] — P [Tk@l < oo]. Without
loss of generality we may and shall assume that in the following arguments

we consider the process X, on the event {T(l_)l < oo}. (Otherwise we would

automatically have T\, + TV 0 9_q) = T".) Next on the event {Tk(l_)l < OO}

T,
we write:

Tlgi)l + Tk(l) o 19T1§17)1 = Téi)l + inf {n >1: X,0 19TI££)1 = k’}
—inf {T{ 40 n>1, X, 0 =k

— inf {n >7V X, = k} — 7V, (2.79)

Assertion (ii) follows from (2.79). Altogether this proves Lemma 2.18. O

Perhaps it is useful to prove in an explicit manner that the one-dimensional
random walk is a Markov chain. This is the content of the next lemma.

2.19. LEMMA. Let {S, : ne N, n > 1} be independent identically distributed
random variables taking their values in Z. Put Xy = Sy be the initial value
of the process X,, n € N, where X,, =" _, Sp,. Put

Ei[f (Xo, X1,....X0) ] =E[f(Xo+7X1+J,....,Xn+7J)] (2.80)

for all bounded functions f : Z"*' — R, j € Z, n € N. Then the equality in
(2.80) expresses the fact that the process

{(2.9.7)),7, (X0, neN), (9, neN), Z}
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1s a space homogeneous process, with the property that the distribution of the
process (Xpp1 — Xy),eny does not depend on the initial value j. It is also a
time-homogeneous Markov chain.

PRrROOF. The first equality say that the finite dimensional distributions of
the process (X,,), .y are homogeneous in space. If

fzo,x1,...x) =g (21 — 20, o — X1, ..., Ty — Tp1)
then from (2.80) we see that
E] [f(XO7X17”'7Xn)] = E[f(XO +j7X1 +j7"'7Xn +.]>]
=E[g(X1 — Xo, Xo — X1,..., Xy, — X5 1)
ZEj [g (Xl —X(),XQ—Xl,...,Xn—Xn_l)]. (281)
The equality in (2.81) shows that the distribution of the process
(XnJrl - Xn)

neN

does not depend on the initial value j. Next we prove the Markov property. Let
f be any bounded function on Z. To this end we consider:

Ej [f (Xui1) | Gn) = E [f (Xnsr +3) | Go]
=E[f (Xn41 — Xp + Xn +7) | 6]

(the variable X,,,1 — X,, and the o-field G,, are P-independent)
=w—ElW— f(Xu1 (W) — X, (W) + X, (w) +7)]

(the P-distribution of X, (w') — X, (w’) neither depends on n nor on the initial
value Xy (w'))

=w— E[w - f (X (W) - Xo W)+ X, (w) +J)]
(choose Xo (w') = 7)

=w—E[w— (X (W) —j+ X, () +7)]

=w— [ [u/ — f (Xl (w/) + Xn (w))]

= By [ (X0 ()] = Ex, [ (X0)]. (2.82)
The equality in (2.82) proves Lemma 2.19. O

2.20. REMARK. It would have been sufficient to take f of the form f = 1,
keZ.

2.21. REMARK. Lemma 2.19 proves more than just the Markov property for a
random walk. It only uses the fact that the increments S,, are identically P-
distributed and independent, and that the process (X,,), .y Possesses the same
P;-distribution as the P-distribution of the process (X, + j),oy, J € Z. The
proof only simplifies a little bit if one uses the random walk properties in an
explicit manner.
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1.1.2. Some remarks. From a historic point of view the references [6, 47,
151] are quite relevant. The references [10, 43] are relatively speaking good
accessible. The reference [153] gives a detailed treatment of martingale theory.
Citations, like [54, 140, 142, 145] establish a precise relationship between
Feller operators, Markov processes, and solutions to the martingale problem.
The references [49, 50] establish a relationship between hedging strategies (in
mathematical finance) and (backward) stochastic differential equations.
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2. Some additional comments on Markov processes

In this section we will discuss some topics related to Markov chains and Markov
processes. We consider a quadruple

(2,5, P), (Xn,neN), (0n,neN),(S,8)}. (2.83)

In (2.83) the triple (Q,F,P) stands for a probability space, € is called the
“sample space”, F is a o-field on €2, and P is a probability measure on F. The
o-field J is called the o-field of events. The symbol (S, 8) stands for the state
space of our process (X, : n € N). In the present situation the state space S is
discrete and countable with the discrete o-field §.

Let (2,F,P) be a probability space and let X; : Q@ — S, j e N={0,1,2,...},
be state variables. It is assumed that the o-field F is generated by the state
variables X, j € N. Let J;, : Q@ — Q, k € N, be time shift operators, which are
also called time translation operators: X;ov, = X, j, k € N. For a bounded

o (X; : j € N)-measurable stochastic variable F': Q@ — R and x € S we write
E[F, X, = ]
E, | F|=E|F|Xyo=2|=———.

e R e Tho

We also write

P[X; =y, Xy = ]
P[Xo = z]

Here x has the interpretation of state at time 0, and y is the state at time

1. Let G,, n € N, be the internal memory up to the moment n. Hence G, =
o(X;:0<j<n).

Ty = =P, [Xi=y] =P[X1=y| Xo=12].

2.22. THEOREM. Suppose that (X, : n € N) is a stochastic process with values
in a discrete countable state space S with the discrete o-field §. The state
variables X,, n € N, are defined on a probability space (0, F,P). Write, as
above, T, , = P [X1 =y ’ Xy = x], x,y e S. Then the following assertions are
equivalent:

(1) For all finite sequences of states (So, ..., Sn+1) in S the following iden-
tity holds:

P (Xn+1 = Sn+1 | XO = S0y -- aXn = Sn) = Tsn,sn+1; (284)

(2) For all bounded functions f : S — R and for all times n € N the
following equality holds:

E[f (Xns1) | Gu] = Ex, [f (X1)] P-almost surely, (2.85)

(3) For all bounded functions fo, ..., fx op S and for all times n € N the
following equality holds P-almost surely:

E [ fo(Xo) f1(Xns1) - - fr(Xnsn) | Gn] = Ex,, [fo(Xo) f1(X1) ... fu(Xk)]; (2.86)

(4) For all bounded measurable functions F : (Q,F) — R (stochastic vari-
ables) and for all n € N the following identity holds:

E[F o, |S,] =Ex, [F] P-almost surely, (2.87)
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(5) For all bounded functions f : S — R and for all (S,),,.-Stopping times
7:Q — [0,00] the following equality holds:

E[f(X;1) | G-] =Ex, [f(X1)] P-almost surely on the event {1 < o0} ;
(2.88)
(6) For all bounded measurable functions F : (,F) — R (random vari-
ables) and for all stopping times T the following identity holds:

E[Fod,|G,| =Ex, [F] P-almost surely on the event {r <oo}. (2.89)

Before we prove Theorem 2.22 we make some remarks and give some explana-
tion.

2.23. REMARK. Let Q = S¥, equipped with the product o-field, and let X; :
1 — S be defined by X;(w) = w; where w = (wy, ..., w;j,...) belongs to Q. If
Uy, @ — Qis defined by ¥y, (wo, ..., wj,...) = (Wk, - .., W)k, - - ), then it follows
that Xj o ’l9k = XjJrk.

2.24. REMARK. Instead of one probability space (€2, F,P) we often consider a
family of probability spaces (Q,F,P,) The probabilities P,, x € S, are
determined by

zeS”

E[F, X, = «]
P [XO = ZL’]
Here F': Q) — R is F-Bg-measurable, and hence by definition it is a random or
stochastic variable. Since P, [A] = E, [14], A€ F, and P, [Q] = E, [1] = 1, the

measure [P, is a probability measure on J.

E.[F]=E[F|X,=1z]= zeS. (2.90)

2.25. REMARK. Let F': {2 — R be a bounded stochastic variable. The variable
Ex, [F] is a stochastic variable which is measurable with respect to the o-field
o (X,), i.e. the o-field generated by X,,. In fact we have
E[F, Xo = X,(w)]

P[Xo = Xy (w)]
=K [w’ — F (w') X 1{X0:Xn(w)} (UJI)] . (2.91)

Ex,w [F]=E[F | Xo = X,(w)] =

If we fix w € Q, then in (2.91) everything is determined, and there should be no
ambiguity any more.

2.26. REMARK. Fix n € N. The o-field G, is generated by events of the form
{(Xo, X1, ..., X)) = (S0,51,---,8n)} -
Here (sg, 51, - . .,5,) varies over S™1. Tt follows that
Gn = o {{(Xo, X1,..., Xs) = (50,81, .-, @)} : (S0,51,...,5,) € 5"}

= {{(X())Xl,- .. ,Xn) € B} : B c S@(N-‘rl)}
=0 (Xo, X1y, Xon). (2.92)

The o-field in (2.92) is the smallest o-field rendering all state variables X,
0 < j < n, measurable. It is noticed that G, = &.
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2.27. REMARK. Next we discuss conditional expectations. Again let F': Q) — R
be a bounded stochastic variable. If we write Z = E [F ‘ Sn], then we mean
the following:

(1) The stochastic variable Z is G,-Bg-measurable. This a qualitative as-
pect of the notion of conditional expectation.

(2) The stochastic variable Z possesses the property that E [F, A]=E [Z, A]
for all events A € G,,. This is the quantitative aspect of the notion of
conditional expectation.

Notice that the property in (2) is equivalent to the following one: the stochastic
variable Z satisfies the equality E [F ‘ A] =E [Z ‘ A] for all events A € G,,.

2.28. REMARK. Let G be a sub-o-field of F. The mapping F — E [F ‘ 9] is an
orthogonal projection from L? (Q,F,P) onto L*(Q,G,P). Let F € L? (Q,F,P),
and put Z = E [F ! 9]. In fact we have to verify the following conditions:

(1) Ze L*(Q,9,P);
(2) If G € L* (2, G, P), then the following inequality is satisfied:

E[|F - Z)*] <E[|F - G[].

This claim is left as an exercise for the reader. For more details on conditional
expectations see Section 1 in Chapter 1.

2.29. REMARK. Next we will give an explicit formula for the conditional ex-
pectation in the setting of a enumerable discrete state space S. Let G, =
o (Xo, X1,...,X,) where X; : Q@ — 5, 0 < j < n, are state variables with a
discrete countable state space S. In addition, let F' : 2 — R be a bounded
stochastic variable. Then we have

E [F ’ 9”] = ‘ Z E [F ‘ XO = iOa <. 7Xn = Zn] ]-{XO:iO} ce 1{Xn:¢n}. (293)

Writing the conditional expectation in (2.93) in an explicit manner as a function
of w yields

E[F | Sn] (w)
= > E[F] Xo=rio,. .., Xo = in] Lxomio}(@) - Lx,minp (). (2.94)
105--es in€S

From (2.93) and also (2.94) it is clear that the conditional expectation
E [F ’ Sn] is §,,-measurable.
2.30. REMARK. Put § =G, =0 (Xo,..., Xp,...) =0 (7) where X : Q — SN
is the variable defined by X (w) = (Xo(w), ..., X, (w),...), w € Q. Then
=9« (2.95)
= {{7 € B} : B is measurable with respect to the product o-field on SN} .

2.31. REMARK. Let 7 : Q@ — N u {oo} be a random variable. This random

variable is called a stopping time relative the filtration (9y,), oy, or, more briefly,
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7 is called a (G,), y-stopping time, provided that for every £ € N an event of
the form {7 < k} is Gp-measurable. The latter property is equivalent to the
following one. For every k € N the event {7 = k} is §p-measurable. Note that
{r=k} ={r<k\{r<k—1}, keN, k> 1 and {r <k} = U_ {7 = j}.
From these equalities it follows that 7 is a (G,),,c-stopping time if and only if
for every k € N the event {7 = k} is Gx-measurable.

2.32. REMARK. Let B be a subset of S. Important examples of stopping times
are

Ty = inf {k : Xpe B} on u,_,{Xre B} and w elsewhere;
75 = inf {k : X e B} on Uy, {Xy€ B} and w elsewhere.  (2.96)

Similarly we also write 75, = inf {k > s: X} € B} on the event U} {X} € B},

and 7§ = o0 elsewhere. The time 74 is called the first income time, and 75 is

called the first hitting time, or the first income time after 0.

=0
=1

We also notice that 73 = min {k > 1: Xk € B} on Uy {X € B} and 7}, = w0
on N, {X, e S\B}. In addition: 1+ 73 09, = J%.

2.33. REMARK. Again let 7 : Q — N u {0} be a (G,), -stopping time. The
o-field G, containing the information from the past of 7 is defined by

9 —ﬂkeN{Aegj Aﬂ{T k}egk}
=0 (Xjar: jeN) (2.97)
where X, - (w) = Xjarw)(w), we Q.
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2.34. REMARK. Let F' be a stochastic variable. What is meant by F' o ¢} and
F o9, on the event {7 < o0}? Here k € N, and 7 is a (9,), y-stopping time.
For F' = []_, f; (X;) we write:

Oﬁk*l_[fj Oﬁk*l_lf] ]+k

and on the event {7 < oo}

Fod, =] ]f (X)) o0, —Hf] i) - (2.98)
5=0
2.35. PROPOSITION. Let (ngz,))( esxs be a sequence of square matrices with
z,y)eS X

positive entries, possibly with infinite countably many entries (when S is count-
able, not finite). Put

n+1

70, =1, T, =T, 10 = > [T rs: so=2, Sue1=y. (2.99)

81,...,8nES j=1
The equalities in (2.99) are to be considered as matriz multiplications. Fiz
1 <n <---<ng <n, and let the measure space (Sk7®?=187M?Li...,nk,n—i-l,y)ﬂ
(x,y) € S x S, neN be determined by the equalities:

n
07
Jsk 1_[ fi (s5) d“ﬂfﬁ--,nk,nﬂ,snﬂ (S1,- -+ Sk)
j=1

k+1

= Z [T 66, hel7(58), (10

where (8o, Spe1) = (x,y) €S xS, ng=0, and ng,1 = n + 1. Then for every
1 <jo<n,and f; € L (E,E), 1 < j < n, this family satisfies the following
equality:

J H Fi (83 AU risn (1505 80) (2.101)

0,s0 . ) 2
f | | JiGsi) dpys L, (S15 s 81 Sjots -5 8n) T, s
n—

J 1,5#Jjo

where T7,, = D.cg Tx,sz(,ly) for all (x,y) € S x S (matriz multiplication). Let
1<n <---<ng<n, and put

M?L’lz,...,nk,nJrl BO x B Z 1B0 lunl, ang,n+1,y (B) ) BO € 87 Be ®ks
yeS

(2.102)

™) , n € N, are stochastic. Then the

Suppose that the matrices (Tagy)
(z,y)eSxS
measures in (2.102) do not depend on n+ 1. Moreover, the following assertions

are equivalent:
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(a) The family of measure spaces

(S5 6 80 )t 1S m <o <me<nonelN) (2109

.....

s a consistent family of probability measure spaces.
(b) The family of measure spaces defined in (2.100) is consistent.

(c) For every n € N and (z,y) € S x S the equality T} = 17, holds.

Suppose that the family in (2.103) is a consistent family of probability spaces.
Then the corresponding process

(T, P,). o, (Xp: neN), (0,,neN), (S, 8)}. (2.104)

is a Markov chain if and only if for (x,y) € S x S and n, m € N the following
matrix multiplication equality holds:

+
Tx(n+m) _ Z T)p(m) — NYpn pm (2.105)

Y T,z T2,y T,z 2y°

z€S z€S

This means that
P, [Xo € By, ..., Xn € By] = 15, (2)p1}" 1 (B X -+ x By),

for Bj € 8, 0 < j < n, and that the family in (2.104) possesses the Markov
property if and only (2.105) holds.

In addition, we have TS = P, (X, =vy], =, y € S; i.e. the quantities T
represent the n time step transition probabilities from the state x to the state y.

2.36. THEOREM. Let the notation be as in Theorem 2.22. The following asser-
tions are equivalent:

(1) For every s € S, for every bounded function f : S — R, and for all
n € N the following equality holds Ps-almost surely:

E, [f (Xu+1) | 9n] = Ex, [f (X1)]. (2.106)

(2) For every bounded function f: S — R, and for all n € N the following
equality holds P-almost surely:

E[f (Xun) | Gu] = Ex, [f (X0)]. (2.107)

2.37. REMARK. From the proof it follows that in Theorem 2.36 we may replace
the stochastic variable f (X;) by any bounded stochastic variable Y : Q — R.
At the same f (X,41) = f (X1) o9, has to be replaced by Y o 9,,.

2.38. REMARK. Theorem 2.36 together with Remark 2.37 shows that through-
out in Theorem 2.22 we may replace the probability P with P, for any s € S.
Consequently, we could have defined a time-homogeneous Markov chain as a
quadruple

{(Q,F,Py),cq,(Xp:neN), (U, keN),(S,8)}
satisfying the equivalent conditions in Theorem 2.22 with P, for all s € F,
instead of P.
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PROOF OF THEOREM 2.36. (1) = (2) Let s € S, f : S — R a bounded
function, and n € N. From (2.106) we infer

Es [f (Xns1),A] = Es[Ex, [f (X1)],A] forall AeG,. (2.108)
From (2.108) we infer
E [f (Xn+1) 7A7 XO = 8]

=E[Ex, [f (Xni1)], A, Xo=s] forall AeG,, and s€ S. (2.109)
By summing over s € S in (2.109) we obtain
E[f(Xn1), Al =E[Ex, [f (Xnt1)],A] forall A€ G,. (2.110)

From (2.110) the equality in (2.107) easily follows.

(2) = (1) Let f: S — R and n € N be such that (2.107) holds. Then, since all
events of the form {X, = s}, s € S, belong to G,, (2.107) implies that (2.109)
holds for f and hence by dividing by P [X, = s], for s € S, we obtain (2.108).
Hence (2.106) follows.

All this completes the proof of Theorem 2.36. OJ
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The following theorem is similar to the formulation of Theorem 2.36 but now
with stopping times and having remark 2.37 taken into account:

2.39. THEOREM. Let the notation be as in Theorem 2.22, and let T : 2 — [0, 0]
be a (9n),on-Stopping time. The following assertions are equivalent:

(1) For every s € S, and for every bounded stochastic variable Y : Q@ — R
the following equality holds Ps-almost surely on the event {T < oo} :

E,[Y o9, |S,] =Ex, [Y]. (2.111)

(2) For every bounded stochastic variable Y : 0 — R the following equality
holds P-almost surely on the event {T < o0}:

E[Yod,|G,]=Ex, [Y]. (2.112)

2.40. REMARK. Let 7 : Q — Nu{o} be a (G,,),,.y-stopping time, and let A € G, .
Let m e Nu {oo}. Put 7, = mlga +714. Then 7, is a (G,),,y-stopping time.
If P[A] < 1 and m = o, then 7, = 0 on the event Q\ A which is non-negligible.

2.41. DEFINITION. Let Q be a set and let 8 be a collection of subsets of 2. Then
8 is called a Dynkin system, if it has the following properties:

(a) Qe S§;

(b) if A and B belong to 8§ and if A 2 B, then A\B belongs to §;

(c) if (A, : n € N) is an increasing sequence of elements of 8, then the union
Ur_, A, belongs to 8.

In the literature Dynkin systems are also called A-systems: see e.g. [3]. A
m-system is a collection of subsets which is closed under finite intersections. A
Dynkin system which is also a 7-system is a o-field. The following result on
Dynkin systems, known as the -\ theorem, gives a stronger result.

2.42. THEOREM. Let M be a collection of subsets of €, which is stable under
finite intersections, so that M is a w-system on ). The Dynkin system generated
by M coincides with the o-field generated by M.

PROOF. Let D (M) be the smallest Dynkin-system containing M, i.e. D (M)
is the Dynkin-system generated by M. For all A € D (M), we define:

['(A):={BeD(M): AnBeD(M)}.

then we have

(1) if A belongs to M, M < I'(A),

(2) for all Ae M, I'(A) is a Dynkin system on €.
(3) if A belongs to M, then D (M) < I'(A4),

(4) if B belongs to D (M), then M < I'( B),

5)

(5) for all B e D (M) the inclusion, D (M) < I'(B) holds.

It follows that D (M) is also a m-system. It is esay to see that a Dynkin system
which is at the same time a m-system is in fact a o-field (or o-algebra). This
completes the proof of Theorem 2.42. Il
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2.43. THEOREM. Let ) be a set and let M be a collection of subsets of ), which
is stable (or closed) under finite intersections. Let H be a vector space of real
valued functions on ) satisfying:

(i) The constant function 1 belongs to H and 14 belongs to H for all
AeM;

(i) if (fn : n € N) is an increasing sequence of non-negative functions in H
such that f = sup, .y fn 1S finite (bounded), then f belongs to H.

Then H contains all real valued functions (bounded) functions on ), that are
(M) measurable.

PROOF. Put D = {A<Q:14€H}. Then by (i) Q belongs to D and
D oM If Aand B are in D and if B 2 A, then B\A belongs to D. If
(A, :n e N) is an increasing sequence in D, then 1,4, = sup, 14, belongs to
D by (ii). Hence D is a Dynkin system, that contains M. Since M is closed
under finite intersection, it follows by Theorem 2.42 that D 2 o(M). If f > 0 is

n2"
measurable with respect to o(M), then f = sup 2_”2. sy Since the
n J=

subsets {f = j27"}, j, n € N, belong to (M), we see that f is a member of H.
Here we employed the fact that o(M) < D. If f is o (M)-measurable, then we
write f as a difference of two non-negative o (M)-measurable functions. U

The previous theorems (Theorem 2.42 and Theorem 2.43) are used in the fol-
lowing form. Let Q be a set and let (S;, 8;),.; be a family of measurable spaces,
indexed by an arbitrary set I. For each ¢ € I, let M, denote a collection of
subsets of S5;, closed under finite intersection, which generates the o-field §;,
and let f; : 2 — S; be a map from €2 to S;. In this context the following two
propositions follow.

2.44. PROPOSITION. Let M be the collection of all sets of the form (.., fi ' (A:),
AieM;,ieJ, Jc I, J finite. Then M is a collection of subsets of 2 which is
stable under finite intersection and c(M) = o (f; 1 i€ I).

2.45. PROPOSITION. Let I be a vector space of real-valued functions on () such
that:

(i) the constant function 1 belongs to H;
(ii) if (hy, : n € N) is an increasing sequence of non-negative functions in H
such that h = sup,, h,, is finite (bounded), then h belongs to H;
(ili) H contains all products of the form [[,.;1a, 0 fi, J = 1, J finite, and
Ai € Mi, ieJ.

Under these assumptions J contains all real-valued functions (bounded) func-
tions in o(f;: ie€l).

The theorems 2.42 and 2.43, and the propositions 2.44 and 2.45 are called the
monotone class theorem.
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In the propositions 2.44 and 2.45 we may take S; = S, M; the collection of finite
subsets of S;, and f; = X;,ie [ = N.

3. More on Brownian motion

Further on in this book on stochastic processes we will discuss Brownian motion
in more detail. In fact we will consider Brownian motion as a Gaussian process,
as a Markov process, and as a martingale (which includes a discussion on It6
calculus). In addition Brownian motion can be viewed as weak limit of a scaled
symmetric random walk. For this result we need a Functional Central Limit
Theorem (FCLT) which is a generalization of the classical central limit theorem.

2.46. THEOREM (Multivariate Classical Central Limit Theorem). Let (2, F,P)
be a probability space, and let {Z, : n € N} be a sequence of P-independent and
P-identically distributed random variables with values in R in L* (Q, F, P, Rd).
Let p = E[Z], and let D be the dispersion matriz of Z, (i.e. the variance-
covariance of the random vector Z, ). Then there exists a centered Gaussian (or
multivariate normal) random vector X with dispersion matriz D such that the

sequence
i+ -+ Zy—np

N

converges weakly (or in distribution) to a centered random vector X with dis-
persion matriz D as n — oo. The latter means that lim E[f (Z,)] = E[f (Z)]
n—0o0

X, =

for all bounded continuous functions f : R — R.

Notice that by a non-trivial density argument we only need to prove the equality

for all functions f of the form f(z) = e *®¢ z e R? ¢ e R

Next let us give a (formal) definition of Brownian motion.

2.47. DEFINITION. A one-dimensional Brownian motion with drift g and diffu-
sion coefficient o2 is a stochastic process {X(¢) : ¢t > 0} with continuous sam-
ple paths having independent Gaussian increments with mean and variance of
an increment X (¢ + s) — X(¢) given by sy = E[X(t + s) — X (¢)] and so? =
E[(X(t+s)— X(t))Q], s, t = 0. If Xy = z, then this Brownian is said to start
at x. A Brownian motion with drift 4 = 0, and 02 = 1 is called a standard
Brownian motion.

One of the problems is whether or not such a process exists. One way of resolv-
ing this problem is to put the Functional Central Limit Theorem at work. Let
us prepare for this approach. Let {Z; : j € N} be a sequence of centered inde-
pendent identically distributed real valued random variables in L (Q, F, P) with
variance 0? = E[Z}]. For example these variables could be Bernoulli variables
taking the values +¢ and —o with the same probability % Put Sy = Zy = 0,
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Sp =21+ ,+Z,,ne N n>=1. Define for each scale parameter n > 1 the
stochastic process X ™ (t) by

nt
x (™) (t) _ SlmJ _ leczg) Z,
vn N
Here |nt] is the integer part of nt, i.e. the largest integer k for which k < nt <
k + 1. The it is relatively easy to see that

E[X™M(#)] =0, and Var(X™(t)) = E[X™(®)?] = to™. (2.114)

Then the classical CLT (Central Limit Theorem) implies that there exists a
process {X (t) : t = 0} with the property that for every m € N, for every choice

t=0. (2.113)

(t1,...,tn) of m positive real numbers, and every bounded continuous function
f: R™ — C the following limit equality holds:
Iim E[f (X(6)] = E[f (X(1)]. (2.115)

The equality in (2.115) says the finite-dimensional distributions of the sequence
of processes {X"(t): t > O}neN converges weakly to the finite-dimensional
distributions of the process {X(¢): ¢t = 0}. This limit should then be one-
dimensional Brownian motion with drift zero and variance o2. A posteriori
we know that Brownian motion should be P-almost surely continuous. How-
ever the processes {X M) : t > 0}neN have jumps. It would be nice if we were
able to replace these processes which have jumps by processes without jumps.
Therefore we employ linear interpolation. This can be done as follows. We

introduce the following interpolating sequence of continuous processes:

ad Sn Zn
X (¢) = % + (nt — |nt]) [\/”ﬁ“, t>0. (2.116)

e ) m m+1
Let m and n be positive integers. Then on the half open interval [—, )
non

the variable X™(¢) is constant in time ¢ at level =, while X" (t) changes linearly
n

from

3

Sm . Sm Sm Zm . m + 1
— at time t = — to o + 1 at time ¢t = .
n

Y-Sy Y- 0

It can be proved that the sequence of stochastic processes {)N( () (t):t= O}

(2.117)

neN
converges weakly to Brownian motion with drift ¢ and variance o?. This is

the contents of the following FCLT (Functional Central Limit Theorem). The
following result also goes under the name “Donsker’s invariance principle”: see,
e.g., [15] or [42].

2.48. THEOREM (Functional Central Limit Theorem). Let {)?(”)(t) : t €0, T]},

neN, and {X(t): t€[0,T]} be stochastic processes possessing sample paths
which are P-almost surely continuous with the property that the finite-dimen-

sional distributions of the sequence {)?(”) (t): te [O,T]} converge weakly to
neN
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those of {X(t): te€[0,T]}. Then the sequence {)?(”)(t) cte [O,T]} y o
ne

verges weakly to {X(t) : t € [0,T]} if and only if for every e > 0 the following
equality holds:

lim sup P sup XM (s) — )N((")(s)‘ >¢e| =0. (2.118)
010 peN 0<s,t<T, [s—t|<

This result is based on Prohorov’s tightness theorem and the Arzela-Ascoli
characterization of compact subsets of C[0,T].

2.49. THEOREM (Prohorov theorem). Let (P, : n € N) be a sequence of proba-
bility measures on a separable complete metrizable topological space S with Borel
o-field 8. Then the following assertions are equivalent:

(i) For every € > 0 there exists a compact subset K. of S such that
P,[K.] =1—¢ forallneN.

(ii) Every subsequence of (P, : n € N) has a subsequence which converges
weakly to a probability measure on (S, 8).

A sequence (P,), satisfying (i) (or (ii)) in Theorem 2.49 is called a Prohorov
set. Theorem 2.48 can be proved by applying Theorem 2.49 with P, equal to

the P-distribution of the process {)N( M) 0<t < T}.
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2.50. THEOREM (Arzela-Ascoli). Endow C|0,T] with the topology of uniform
convergence. A subset A of C[0,T]| has compact closure if and only if it has the
following properties:

(1) sup |w(0)] < oo,

weA
(ii) The subset A is equi-continuous in the sense that

lim sup sup |w(s) — w(t)| = 0.
310 0<s,t<T, [s—t|<5 weA

From (i) and (ii) it follows that sup sup |w(s)| < o, and hence A is uniformly
weA se[0,T]

bounded. The result which is relevant here reads as follows. It is the same as
Theorem T.8.4 in Bhattacharaya and Waymire [15].

2.51. THEOREM. Let (P,), be a sequence of probability measures on C[0,T].
Then (P,),, is tight if and only if the following two conditions hold.

(i) For each n > 0 there is a number B such that
P, [weC[0,T]: |w(0)]>B]<n, n=1,2,...
(ii) For each e >0, n >0, there is a 0 < § < 1 such that

P, |weC[0,T]: sup w(s) —w(t)|=e|<n, n=1,2,...

0<s,t<T, |s—t|<d

PRrROOF. If the sequence (P,), is tight, then given 1 > 0 there is a compact
subset K of C ([0,T]) such that P,(K) > 1 — n for all n. By the Arzela-Ascoli
theorem (Theorem 2.50), if B > sup,,cj |w(0)], then

P,lweCl0,T]: |w(0)] =Bl <P, [K]<1—-(1-n)=n.

Also given € > 0 select § > 0 such that sup sup lw(s) —w(t)| < e. Then
weK 0<s,t<T, |s—t|<d
P, lweC[0,T]: sup lw(s) —w(t)] ZS] < P, [K] <n foralln=>1.
0<s,t<T, |s—t|<d

The converse goes as follows. Given n > 0, first select B using (i) such that
Py lweC([0,T]): |w(0)] < B] = 1—1in, for n > 1. Select §, > 0 using (ii)
such that

1
P, weC([0,T]): sup lw(s) — w(t)] < —] >1-2""Yy forn> 1,
0<s,t<T, |s—t|<é r
Now take K to be the uniform closure of
~ 1
NiweC(0.7]): [wO) <B,  sup  |w(s)—wt) <-¢.
=1 0<s,t<T, [s—t|<6 r
Then P,(K) > 1—mnforn > 1, and K is compact by the Arzela-Ascoli theorem.
This completes the proof Theorem 2.51. OJ
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For convenience of the reader we formulate some limit theorems which are rel-
evant in the main text of this book. The formulations are taken from Stirzaker
[126]. For proofs the reader is also referred to Stirzaker. For convenience
we also insert proofs which are based on Birkhoff’s ergodic theorem. Define
S, = S0 Xy, where the variables { X}, © L' (Q, F,P) are independent and
1dentlcally distributed (i.i.d.). Then we have the following three classic results.

2.52. THEOREM (Central limit theorem, standard version). If E[Xy] = p and
0 < var (Xy) = 02 < @, then

lim P

n—0o0

1.2

where ®(x) is the standard normal distribution, i.e. ®(x e 2" dx.

==L

PROOF. Let f : R — C be a bounded C%-function with a bounded second
derivative. Then by Taylor’s formula (or by integration by parts) we have

1

f(y) = £(0) +yf'(0) + %yzf”(O) + J (1—s)y* {f" (sy) — f"(0)} ds. (2.119)

0

X, —
Put Y, = LA g Inserting y = Y, x into (2.119) yields

ay/n

f (Yor) = f(0)+Yorf'(0)+ 5 szf”( )+ L (1= 8) Y2 A f" (sYor) — f7(0)} ds.

(2.120)
Then we take expectations in (2.120) to obtain:

1 / ! !
E[f (Yar)] = £(0) + 5 f"(0) + J (1 =) B[V, {f" (sYax) = f(0)}] ds.
0
(2.121)
Put )
() = f (1- E[Y2, (1— )] ds, teR,
0
and choose f(y) = e ™. Observe that, uniformly in ¢ on compact subsets of

R, lim,, o €,(t) = 0. Then, since the variables Y, 5, 1 < k < n, are i.i.d., from
(2.121) we get

2 t2e,(t
+ ().

E[e k] =1— 2.122
o] =1 - 4 222 (2122
From (2.122) we infer
. . n 2 2,0\
E[ —ztzkzlm,k] — (B[ )" = (1 —— 4 =) 2.123
e (B [e 1)) =+ (2,129

Let Y : Q — R be a standard normally distributed random variable. From the
properties of the sequence {¢,,(t)}, and (2.123) we see that, for every 0 < R < o0,

lim sup {E [e—itZZ:I Yok _ e—itY]}

n—0o0 ‘t|<R
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= lim sup {E [e—itZLlYn,k] B 6_%'52}

n—o0 |t|<R

2 2 n
lim sup {E [e—”ZLIYmk] - (1 _ry w) } 0. (2.124)

n—0o0 |t|§R 2n n

The conclusion in Theorem 2.52 then follows from (2.124) together with Lévy’s
continuity theorem: see Theorem 5.42, and Theorem 5.43 assertions (9) and
(10). O

2.53. THEOREM (Weak law of large numbers). If E[Xy]| = p < oo, then for all
e >0,

limIP’[

n—0o0

Sn
——,u‘>5]=0.

n

For a proof of the following theorem see (the proof of) Theorem 5.60. It is
proved as a consequence of the (pointwise) ergodic theorem of Birkhoff: see
Theorems 5.59 and 5.66, and Corollary 5.67.
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2.54. THEOREM (Strong law of large numbers). The equality

S
lim — = u, holds P-almost surely (2.125)

n—ao N

for some finite constant p, if and only if E[|Xk|] < 0, and then p = E[X;].
Moreover, the limit in (2.125) also exists in L'-sense.

We will show that Theorem 2.53 is a consequence of Theorem 2.54.

PROOF OF THEOREM 2.53. Let ¢ > 0 be arbitrary, and let {X}}, and p
be as in Theorem 2.53. Then
= 5] < 1IE [
€ n

]P’l 2n _MH . (2.126)

By the L'-version of Theorem 2.54 it follows that the right-had side of (2.126)
converges to 0. This shows that Theorem 2.53 is a consequence of Theorem
2.54. O

Sn —np Sn

n

The central limit theorem is the principal reason for the appearance of the nor-
mal (or “bell-shaped”) distribution in so many statistical and scientific contexts.
The first version of this theorem was proved by Abraham de Moivre before 1733.
The laws of large numbers supply a solid foundation for our faith in the useful-
ness and good behavior of averages. In particular, as we have remarked above,
they support one of our most appealing interpretations of probability as long-
term relative frequency. The first version of the weak law was proved by James
Bernoulli around 1700; and the first form of the strong law by Emile Borel in
1909. We include proofs of these results in the form as stated. As noted above
a proof of Theorem 2.54 will be based on Birkhoff’s ergodic theorem.

2.55. REMARK. The following papers and books give information about the
central limit theorem in the context of Stein’s method which stems from Stein
[124]: see Barbour and Hall [9], Barbour and Chen [8], Chen, Goldstein and
Shao [31], Nourdin and Peccati [101], Berckmoes et al [13]. This is a very inter-
esting and elegant method to prove convergence and give estimates for partial
sums of so-called standard triangular arrays (STA). It yields sharp estimates:
see the forthcoming paper [14].

4. Gaussian vectors.

The following theorem gives a definition of a Gaussian (or a multivariate nor-
mally distributed) vector purely in terms of its characteristic function (Fourier
transform of its distribution.

2.56. THEOREM. Let (2, F,IP) be a probability space, and let X = (Xq,...,X,)
be an R"-valued Gaussian vector in the sense that there exists a vector j :=
(1, ) € R™ and a symmetric square matriz o := (Uﬂ}k)?,k:l such that the
characteristic function of the vector X is given by

E[e 6] = e #6m=3 2018870k for all € = (&,...,6,) e R".  (2.127)
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Then for every 1 < j < n the variable X; belongs to L? (2, F,P), p; = E[X;],
and
ok =cov(X;, Xi) = E[(X; —E[Xj]) (X —E[X])]. (2.128)

PROOF. Put Y = X — p, and fix ¢ > 0. Then the equality in (2.127) is
equivalent to

E[e7)] = e 2 Zina 685 for all € = (&),...,£,) € R™. (2.129)

From Cauchy’s theorem and the equality e’ dn = 1 we obtain

L.

1 ) 1,02 1 : 11,12
6—26\Y\2 - e~ UnY) =3Il dnp = ——— e~ VEnY) o—3nl dn.
(\/27T5)n Rn (\/27r)n n

From (2.129) and (2.130) we infer:

- 1 2 ]. ; 1 2
E[e—ms,wﬁdw ] - J E[e—muﬁmm]e—am i
\/ Rn

(employ (2.129) with & + 1/en instead of &)

L J e~ D € Va6 Va3l g

(Ve

(2.130)

(2.131)

Next we take 1 < (1, /» < n, and we differentiate the right-hand side and
left-hand side of (2.131) with respect to &, and the result with respect &,. In
addition we write a negative sign in front of this. Then we obtain:

E |:€—i<§,Y>}/£1}/é2€—%a|y‘2]

= — 1 J o~ 5 D1 & HVEn) (€t vEm) s o~ 510l

V2m)" )i

" 2
041,05 + 0—62 2 - (Z 5] 4 \f W) d’[7 (2132)

Inserting £ = 0 into (2.132) yields:
1 J o X ok o Il

(vVar)" J

n 2
Oty,05 T Oty,0, Oty T 0y ,5
b e g LA dn. (2.133

E |:YE1 Yﬁge_%alylz] =

First assume that ¢; = ¢, = ¢. Then the left-hand side of (2.133) increases to
1 1 2

E[Y/?], and the right-hand side increases to —— J e 2 dnoy, = o4y if e

(Vo) e

decreases to zero. Consequently, Y, € L? (Q,F,P) and E [V?] = g4, 1 < £ < n.
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It follows that Y; belongs to L' (2, F,P), and that we also have that Y, Y;, €
L' (Q,F,P). By applying the same procedure as above we also obtain that

0010 + 0ty0,
2

In (2.134) we employed the symmetry of the matrix (04, 4,);, ;. ;-

1 < ¢ < n, and we differentiate the equality in (2.131) with respect to & to
obtain

E[Y,Ye] = = Girtn (2.134)

Again we fix

iE [ewg,wmféswﬁ]

1 J\ 1 n . ) ) )
= n d?’] e 2 2 =185 +EN;) Sk + \/gnk 6_§|n|

Zn: (& + Ven;) M (2.135)

In (2.135) we set f = 0, and we let € | 0 to obtain E[Y;] = 0, and hence X, €
LY (Q,F,P) and E[X,] = . This completes the proof of Theorem 2.56. O

5. Radon-Nikodym Theorem

We begin by formulating a convenient version of Radon-Nikodym’s theorem.
For a proof the reader is referred to Bauer [10] or Stroock [130].

2.57. THEOREM (Radon-Nikodym theorem). Let (2, F, u) be a o-finite measure
space, and let v be a finite measure on F. Suppose that v is absolute continuous
relative to p, i.e. pu(B) = 0 implies v(B) = 0. Then there exists a function
fe LY (Q,F, 1) such that v(B) = §, fdu for all B € F. In particular the
function f is F-measurable.

The following corollary follows from Theorem 2.57 by taking ¥ = B, p the
measure P confined to B, and v(B) = E[X, B], B € B.

2.58. COROLLARY. Let (2, A,P) be a probability space, and let B be a subfield
(i.e. a sub-o-field) of A. Let X be a stochastic variable in L' (2, A,P). Then
there exists a B-measurable variable Z on 0 with the following properties:

(1) (qualitative property) the variable Z is B-measurable;
(2) (quantitative property) for every B € B the equality E[Z, B]=E [X, B]
holds.

The variable Z is called the conditional expectation of X, and is denoted by
Z =K [X ‘ B]. The existence is guaranteed by the Radon-Nikodym theorem.

6. Some martingales

Let E be a locally compact Hausdorff space which is second countable, and let

Download free eBooks at bookboon.com



be a time-homogeneous strong Markov process with right-continuous paths,
which also have left limits in the state space E on their life time. Put S(¢)f(x) =
E. [f(X(t)], f e Co(E), and assume that S(t)f € Co(F) whenever f € Cy(E).
Here a real or complex valued function f belongs to Cy(F) provided that it is
continuous and that for every ¢ > 0 the subset {x € F : |f(z)| = €} is compact
in E. Let the operator L be the generator of this process. This means that
its domain D(L) consists of those functions f € Cy(F) for which the limit
Lf = l}fg% exists in Co(F) equipped with the supremum norm, i.e.
| fll, = supger | f(x)], f € Co(E). The Markov property of the process in (2.136)
together with the right continuity of paths implies that the family {S(¢) : ¢ = 0}
is a Feller, or, more properly, a Feller-Dynkin semigroup.

(1) The semigroup property can be expressed as follows:
Sty +1ta) =S (t1)S(ta), ti,ta =0, S(0)=1I.
(2) Moreover, the right-continuity of paths implies
lim S(t)f(z) = I E. [f (X ()] = E. [f (X(0))] = f(x), f e Co(E).
(3) In addition, if 0 < f < 1, then 0 < S(t)f < 1.

A semigroup with the properties (1), (2) and (3) is a called a Feller, or Feller-
Dynkin semigroup. In fact, it can be proved that a Feller-Dynkin semigroup
{S(t) : t = 0} satisfies
1;1€m OHS(S)f —St)fl,=0, t=0, feCo(E).
s—t, s>

Let {S(t): t = 0} be a Feller-Dynkin semigroup. Then it can be shown that
there a exists a Markov process, as in (2.136) with right-continuous paths such
that S(t)f(z) = E, [f (X(2))], f € Co(E), t = 0. For details, see Blumenthal
and Getoor [20]. Similar results are true for states spaces which are Polish; see,
e.g., [146].

Let t — M(t), t = 0, be an adapted right-continuous multiplicative process,
ie. M(0) =1 and M(s)M(t)o¥s = M(s+1t), s, t = 0. Put Sy(t)f(x) =
E, [M(t)f (X(t)], f e Co(E), t = 0. Assume that the operators Sy (t) leave
the space Cy(F) invariant, so that Sy (t)f belongs to Co(E) whenever f €
Co(E). Then the family {Sy/(t) : ¢ = 0} has the semigroup property Sy (s+t) =
Sa(8)Swm(t), s, t =0, and limyjo Sy (t) f(x) = f(x), t =0, f € Co(E). If, in ad-
dition, for every f e Cy(E) there exists a § > 0 such that supgc,<s [|Sam(t) ], <
o0, then

ln Sy (6)f = fll, = 0. f € Co(E). (2.137)

Moreover, there a exists a closed densely defined linear operator L,; such that

L f = Cy(E)-lim Sul)f = 1

in ; (2.138)

for f € D(Lyy), the domain of Ly,. If M(t) =1, then Ly = L.
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2.59. PROPOSITION. The following processes are P,.-martingales:

Ers M1 (X (1)) — M(0)f(X(0)) - f M(s) Lot f (X (s)ds)

t>0, feD(Luy), (2.139)
s> M(s)Ex@ [M({t—s)f(X(t—s))], 0<s<t, feCy(E), (2.140)
s> M(s)Ex@ [M(t—s—up(u, X(t—s—u),y)], 0<s<t—wu (2.141)

In (2.141) it is assumed that there exists a “reference” measure m on the Borel
field & together with an density function p(t,z,y), (t,x,y) € (0,0) x £ x E
such that E, [f (X (#)] = (p(t,z,y) f(y)dm(y) for all f € Co(E) and for all
x € FE and allt > 0. From the semigroup property it follows that p(s+t,x,y) =
Sp(s,z, 2)p(t, z,y)dm(z) for m-almost all y € E. Assuming that m(O) >
for all non-empty open subsets of E, and that the function (t,z,y) — p(t,z,
is continuous on (0,00) x E x E, it follows that the equality p(s + t,z,y
Sp(s,z, 2)p(t, z,y)dm(z) holds for s, t > 0 and for all z, y € E.
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The following corollary is the same as Proposition 2.59 with M = 1.

2.60. COROLLARY. The following processes are P,.-martingales:

tHf(X(t))—f(X(O))—JOLf(X(s)ds), t=0, feD(L), (2.142)
s—Exe [f(X({t—19)], 0<s<t, feCy(E), (2.143)
s—p(t—sX(s),y), 0<s<t. (2.144)

Like in Proposition 2.59 in (2.144) it is assumed that there exists a “reference”
strictly positive Borel measure m such that for a (unique) continuous density

function p(t,z,y) the identity E, [f (X(¢))] = Sp(t,z,y) f(y) dm(y) holds for
all f € Co(E) and for all x € E and all t > 0.

2.61. LEMMA. Let the continuous density be as in Proposition 2.59, and let
z€ E. Then the following equality holds for all 0 < s <t and for ally e E:

E.[p(t—s,X(s),9)] = pt, z,y). (2.145)

PrROOF OF LEMMA 2.61. Let the notation be as in Lemma 2.61. Then by
the identity of Chapman-Kolmogorov we have

E.[p(t—s X(s),y)] = fp (s, 2,w) p(t = s,w,y)dm(w) = p(t, z,y). (2.146)

The equality in (2.146) is the same as the one in (2.145), which completes the
proof of Lemma 2.61. O

PROOF OF PROPOSITION 2.59. First let f belong to the domain of Ly,
and let ¢t > t; > 0. Then we have

E, [M (ta) f (X (t2)) — M(0)f (X(0)) — f M(s)Ly f (X(s)) ds | Fy,
- (1) (X (1) + MO (XO) + [ M) L (X(5) ds
~ B |30 (3 (6 1) £ (X (12— 1) - OIS (X(0)
—fm M(s)Las f (X(s)) ds) oD | 331]
(Markov property)
= M (1) By | M (12 1) (X (2~ ) = M(O)S (X(0)
[T s e 4

(definition of the operator Sy, (t); put z = X (¢1), and t = t5 — t1)

~ M (n) (SM () 2) ~ B MOFXO) - [ Sulo) L) ds)

0
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_ M (#) (sM () f(2) — E. [M(0)f f < Suls ds)
= M (t2) (Su (2) £(2) — E- [M(0) f (X(0)) )f(2) + 5u(0)f(2)) =
(2.147)
The equalities in (2.147) show the equality in (2.139).

Let f e Cy(E) and t > 0. In order to show that the process
s> M(9)Ex(y) [M(t = 5)f (X(t — 5))]
is a P,-martingale we proceed as follows:
M (s)Ex(s) [M(t —5)f (X(t = s))]
(Markov property)
= M(s)E, [M(t—s)oq?sf(X(t—s))oﬁs ‘ 3’“3]
_E, [M(s)M(t - 5) o 0.f (X(1)) | T.] = B, [M@)f (X(1)) | 5] . (2.148)

It is clear that the process in (2.148) is a martingale. This proves that the
process in (2.140) is a martingale. A similar argument shows the equality:

M(8)Exs) [M(t = s —u)p (u, X(t = 5 —u),y)]
=E, [M(t—wp(u,X(t—u),y) |Fs], 0<s<t—u. (2.149)
Again it is clear that the process in (2.149) as a function of s is a P,-martingale.

Altogether this proves Proposition 2.59. ([l

PROOF OF COROLLARY 2.60. The fact that the processes in (2.142) and
(2.143) are P, -martingales is an immediate consequence of (2.139) and (2.140)
respectively by inserting M(p) = 1 for all 0 < p < t. If M(p) = 1 for all
0 < p <t, then by Lemma 2.61 we get

M(s)Ex(s) [M(t — s —u)p (u, X(t — 5 —u),y)]

= IE:X(s) [p (U’>X(t - 5= U), y)] =D (t - S7X(S)>y) . (2150)

On the other hand by the Markov property we also have:
Exs [p(u, X(t—s—u),y)] =E,; [ (u, X(t —u),y ‘97] (2.151)
As a consequence of (2.150) and (2.151) we see that the process in (2.144) is a
martingale. This completes the proof of Corollary 2.60. 0

2.62. REMARK. In general the process s — p (t — s, X(s),y), 0 < s <, is not a
closed martingale. In many concrete examples we have Thm p(t—sX ( ), y) =

0, P,-almost surely, on the one hand, and E, [p(t — s, X(s),y)] = p(t,z,y) >
0 on the other. For an example of this situation take d-dimensional Brow-
nian motion. By Scheffé’s theorem it follows that the P,-martingale s —
p(t—s,X(s),y), 0 < s < t, can not be a closed martingale. If it were, then
there would exist an F;-measurable variable F(t) = limg s p (t — s, X(5),y)
with the property that p(t — s, X(s),y) = E, [F(t) | F,]. Since F(t) = 0, P,-
almost surely, this is a contradiction.
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In the following corollary we consider a special multiplicative process: M(s) =
17r>s), where T' is a terminal stopping time, i.e. T = s+ T o ¥,, P,-almost
surely, on the event {T' > s} for all s > 0 and for all z € E.

2.63. COROLLARY. The following processes are P,-martingales:
tAT

e Lra f (X(O) = Liran FXO) = | Luaf (X(5) ),

t=0, feD(Ly), (2.152)
s = LipagBx [f (X(t—5), T>t—s], 0<s<t, feCy(F), (2.153)
s Liragy (p(t—5,X(s),y) —Ex [p(t —s—T,X(T),y), T <t—s]),

0<s<t. (2.154)

In (2.141) it is assumed that there exists a “reference” measure m on the Borel
field € together with an density function p(t,z,y), (t,z,y) € (0,0) x E x E such

that E, [f (X(8))] = Sp(t,2,y) f(y) dm(y) for all f € Co(E) and for all x € E
and all t > 0.
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It is noticed that the definition of Ly, f(x) is only defined pointwise, and that
for certain points x € E the limit

L0t B0 (X)) = B, MO (X(0)]

tl0 t
does not even exist. A good example is obtained by taking for 7' the exit
time from an open subset U: T = 7y = inf{s >0: X(s) e E\U}. If the

P, [T <
ltil%qM =0 for all z € U, then Ly f(z) = Lf(x) for x € U.

PROOF OF COROLLARY 2.63. It is only (2.154) which needs some explana-
tion; the others are direct consequences of Proposition 2.59. To this end we fix
0 <u < t. Then by (2.141) the process:

s LragBExe [p(u, X(t—s—u),y), T >t—s—uj
is a martingale on the closed interval [0,t — u]. Next we rewrite
Ex(s) [p(u, X(t —s—wu),y), T >t—s—ul

=Exe[p(u, X(t —s—u),y)] —Exe[p(u, X(t —s—u),y), T <t—s—u
(2.155)

(the process p — p(t—s—p,X(p),y) is P,-martingale with z = X(s); put
u = t — s in the first term, and v = ¢t — s — T in the second term of the
right-hand side of (2.155))

= EX(S) [p(t - SaX(0)7y)] _EX(S) [p(t — S = TaX(T>7y)a T St—s— U’]
(2.156)
By letting v | 0 in (2.156) and using (2.141) of Proposition 2.59 we obtain that

the process in (2.154) is a P,-martingale. This completes the proof of Corollary
2.63. O

Next let
{(Q,5,P), (B(t),t 2 0), (.t > 0), (R, Bra) }

be the Markov process of Brownian motion. Another application of martingale
theory is the following example. Let U be an open subset of R? with smooth
enough boundary 0U (C! will do), and let f : dU — R be a bounded continuous
function on the boundary oU of U. Let u : U — R be a continuous function
such that u(z) = f(x) for x € OU and such that Au(x) = 0 for x € U. Let 7y
be the first exit time from U: 7y = inf {s > 0: B(s) e R\U}. Then

u(r) =K, [f(B(1y)): v < o] + tlim E,[u(B(t)): v =o]. (2.157)

—00
Notice that the first expression in (2.157) makes sense, because it can be proved
that Brownian motion is P,-almost surely continuous for € R?. The proof

uses the following facts: stopped martingales are again martingales, and the
processes

e (B - £ (BO) -3 [ A7 (B ds, £eCL Y, B e (R,
(2.158)
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are martingales. The fact that a process of the form (2.158) is a martingale
follows from (2.142) in Corollary 2.60. It can also be proved using the equality

0
Fba(t o y) = —Aypd (t,z,y) (2.159)
where X .
pa(t,z,y) = e
(2mt)

A proof of (2.158) runs as follows. Pick to > t; > 0 en a function f € C (Rd),
such that Af also belongs to (]Rd). Then we have:

1t

B |15 - £ BO)- 5 [ Ar ) |5

—FBE) I BO)+5 | AFBE) ds

to—t1

—E, Kf<B(t2—t1>>—f<B<0>>‘%f

0

Af (B(s)) ds) oy, | :ﬂl]

(Markov property of Brownian motion)

= Ba |1 (Bt 0) = F(BO) 5 [ AF(B(s) as]

(put z = B (t1), and t = t5 — 1)
~ E. [f (B{#)] ~ E- [ (BO)] - j E.[Af (B(s))] ds

_E. [/ (B(t))] - E. [ (BO))] —1Hded (5,2,9) AF () dy ds

=E.[f(Bt)]—-E.[f ] — lim = JJ pa(s,z,y) Af (y
elo 2 R4
(integration by parts)
~ . 1 (B~ B 1 BN~y [ [ 38ma(ss) 7 ) dys
el0 Rd
(use the equality in (2.159))
—E.[f(B - ] -1 — dyd
1 (BO)) i [ [ Stz 1 0) s
(interchange integration and differentiation)
—E.[f(B®))] - 1-1i
L (B)) M=t [ £ [ patosz) 1) dys

(fundamental rule of calculus)

=E.[f(B(t))] —E.[f (B(0))]
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— lim <Ld pa(t,z,y) f(y) dy — JRd pa(e 2,y) f (y) dy)

€l0
=E. [ (BO))] - E. [f (BO))] - E. [f (B(®))] + i E. [f (B(e))]
=lImE. [f (B(e)] - E. [/ (B0)] = 0. (2.160)
From Doob’s optional sampling theorem it follows that processes of the form
tm F (Bl n0) = F(BO) ~ 5 [ AF(BE) ds. feCr(RY). (2161

fed, (]Rd), Af e Gy (Rd), are P,-martingales for x € U. We can apply this
property to our harmonic function u. It follows that the process
1 Ty At
t—u(B(ty At))—u (B(O))_Qf Au (B(s)) ds =u (B (ty A t))—u(B(0))
0
(2.162)
is a martingale. Consequently, from (2.162) we get
u(z) = u(B(0)) = By [u(B (0 A 1))]

=E,[u(B(my At)), v <t]+E,[u(B(ry At)), v >1

=E,[u(B(m)), v <t]+E;[u(B(t)), v > t] (2.163)
In (2.163) we let ¢ — oo to obtain the equality in (2.157).
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2.64. PROPOSITION. Let t — M;(t) and t — My(t) be two continuous martin-
gales in L? (Q, F,P) with covariation process t — (M, My) (t), so that in partic-
ular the process t — My (t)My(t) — (My, My) (t) is a martingale in L' (Q, F, P).
Then the process

£ (My() = My(s)) (Ma(t) — Ma(s)) — (My, Ma) (£) + (M, M) (s), £ s,
(2.164)
1s a martingale.

In fact by Ito calculus we have the following integration by parts formula:
(My(t) — My(s)) (Ma(t) — Ma(s))

- J (Miy(p) — Mi(s)) dMa(p) + J (Ma(p) — Ma(s)) dMi(p)

S

+(My, M) (£) — (My, M) (s), t>s. (2.165)

PROOF OF PROPOSITION 2.64. Fix t9 > t; = s. Then we calculate:

E[(M (t2) = M,y (s)) (My (ta) — Ma (s) | F,)]
—E [(M;, M2> (t2) — (My, Mo) (s) | Fo, ]
— (My (t1) = M (s)) (M2 (t1) — M2 (3)) + (My, M) (t1) — (M, Ma) (s)
= E[(M, (t2) — M (s)) (M3 (ta) — My (s)) | I, ]
—E[<M1 M2> (ta) — (My, My) ( ) | t ]
— (M (t1) — M (s)) (M2 (t1) — (S))
M (

=E[(M;i (t2) — My (t1) + My (t1) — s))
(M (t2) — Mo (1) + M2 (1) — M2 (s))
— (M, My) (ta) + (M, Ma) (1) ‘ STrtl]
— (M (t1) — My (s)) (Ma (1) — M2 (s))
= E[(M (t2) — My (tr)) (Ma (t2) — Ms (1)) | Ft, |
— E [(My, Ma) (t2) + (My, My) (t1) | T, ]
+E[(M1 (t1) — My (s)) (Ms (t3) — M2 t1 EA
E[(M, (t2) = My (t1)) (M (t1) — My (s)) | F1, ]
E [(M, (t) — My (s)) (Mo (tr) = M2 (s)) | T,
( 1(t) = My (s)) (Mo (t1) — ())
= E[M (ta) My (ta) — (My, M) (t2) + (My, Ma) (t1) — My (1) My (1) | Fo, |
—E[M1 (5) (M; (ts M2 (t1)) | T ]
E [(M; (ta) — M (t1)) M3 (s) | rthl]
E [ (M, (t1) — M, (S))(Mz (tr) = My (s)) | F1, ]
( 1(t) = My (s)) (Ma (t1) — Mz( )) =0. (2.166)
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In the final step of (2.166) we employed the martingale property of the following
processes:

t— Ml(t)MQ(t) — <M1, M2> (t), t— M1<t>, and ¢ — MQ(t)
This completes the proof of Proposition 2.64. O
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CHAPTER 3

An introduction to stochastic processes: Brownian
motion, Gaussian processes and martingales

In this chapter of the book we will study several aspects of Brownian motion:
Brownian motion as a Gaussian process, Brownian motion as a Markov process,
Brownian motion as a martingale. It also includes a discussion on stochastic
integrals and [t0’s formula.

1. Gaussian processes

We begin with an important extension theorem of Kolmogorov, which enables
us to construct stochastic processes like Gaussian processes, Lévy processes,
Poisson processes and others. It is also useful for the construction of Markov
processes. In Theorem 3.1 the symbol Q;, J < I, stands for the product space
Q=11 jes §2; endowed with the product o-field ;. By saying that the system
{(2,,F,,P;): J< I, J finite} is a projective system (or a consistent system,
or a cylindrical measure) we mean that

Py, [p} € A] =Py, [(Pﬁg) (A)] =Py, [4],

where A € F,,, and where J, € J; < I, J; finite. The mapping pi, Jy € Jq, 18
defined by p7: (wj) e, = (Wj)jes,- In practice this means that in order to prove
that the system {(2;,5,,P;) : J < I, J finite} is a projective system indeed,
we have to show an equality of the form (jy ¢ J):

Progoy [B x Q] =P, [B], BeJ,.

The following proposition says that under certain conditions a cylindrical mea-
sure in fact is a genuine measure.

-1

3.1. THEOREM (Extension theorem of Kolmogorov). Let
{(QJ,S:J,PJ) J 1, Jﬁmte}

be a projective system of probability spaces (or distributions). Suppose that each
Q; is a metrizable and o-compact Hausdorff space endowed with its Borel field
A;. Then there exists a unique probability measure P; on (2, Ay), such that

Pr[ps e Al = P; (p;'(A)) = P;(A) (3.1)
for every J < I, J finite, and for every Ae Aj.

For an extensive discussion on Kolmogorov’s extension theorem see, e.g., the
Probability Theory lecture notes of B. Driver [40]. These lecture notes include
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a discussion on standard Borel spaces and on Polish spaces. The Kolmogorov’s
extension theorem is also valid if the spaces €2; are Polish spaces, or Souslin
spaces which are continuous images of Polish spaces. For more details see Ap-
pendix 17.6 in [40]. The reader may also consult [21] or [137]. In Theorem
7.4.3 of [21] the author shows that finite positive measures on Souslin spaces
are regular and concentrated on o-compact subsets. Bogachev’s book contains
lots of information on Souslin spaces. In fact much material which is presented
in this book, can also be found in the lecture notes by Bruce Driver. A proof of
Kolmogorov’s extension theorem is supplied in Section 4 of Chapter 5: see (the
proof of) Theorem 5.81.

Next we recall Bochner’s theorem.

3.2. THEOREM. (Bochner) Let ¢ : R" — C be a continuous complex function,
that is positive definite in the sense that for all r € N

D Nedp (8 =€) =0, (3.2)

k(=1

for all \i,..., )\, € C and for all £',...,6" € R™. Then there exists a unique
non-negative Borel measure p on R™ such that its Fourier transform

| exp(-i €. a))aut
is equal to p(&) for & e R™. In particular u(R™) = ¢(0).

3.3. EXAMPLE. Let, for every i € I, P;, i € I, be a probability measures on €;
and define P; on Q;, J < I, J finite, by P;(A) = P;, ®---®P;,(A), where A be-
longs to A, and where J = (j1,...,7,). Then the family {P; : J < I, J finite}
is a consistent system or cylindrical measure.

3.4. EXAMPLE. Let 0 : I x I — R be a symmetric (i.e. o(i,j) = o(j,1) for all 4,
j in I) function such that for every finite subset J = (j1,. .., jn) of I the matrix
(0(i,7)); jes is positive-definite in the sense that

Z o(i,7)&&; = 0, (3.3)
i,j€J
for all §;,,...,¢;, € R. In the non-degenerate case we shall assume that the
inequality in (3.3) is strict whenever the vector (;,,...,&;,) is non-zero. De-

fine the process (i,w) — X;(w) by X;(w) = w;, where w € Qr = R! is given
by w = (w;)ier. Let g = (u;) € RY be a map from I to R. There exists a
unique probability measure P on the o-field on §; generated by (X;),.; with the
following property:

. . 1 .

E (exp (—zZ{}X}-)) = exp (—zZﬁj,u]) exp (—5 Z G(Z,j)fzfj) . (3.4)
jeJ jed i,j7€J

This measure possesses the following additional properties:

E(X]> = My JE€ [7 and cov (XHX]) = J(iaj)7 i,] € I (35)
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Notice that Z Eubucov (X, X;,) = 0 whenever &, .., &, belong to R. For

u,v=1
a proof of this result we shall employ both Bochner’s theorem as well as Kol-
mogorov’s extension theorem. Therefore let J = (ji,...,Jn) be a finite subset

of I,let A\, 1 < k <, be complex numbers and let €%, 1 < k < r, be vectors in
R™ = R7. Put A, = \pexp (z pI f]’?uu;?u) and let U be an orthogonal matrix
with the property that the matrix (UoU~"(u,v)), ,_, has the diagonal form

S% 0 RN 0 ¢

0 s2 ... 0 J1
(UsU M u,v)) = | . 2 .| We also write (nf,...,n%) = U| :

- y

0 0 0 2 Jn
We may and do suppose that the eigenvalues sy, ..., s,,, m < n, are non-zero

and the others (if any) are 0. Then we get
s _ 1 n
Z )\k)\z exXp <_§ Z (]uu]v) (5 " gku) (gév - gkv))
k=1 u,v=1
X €Xp < Z :“n)
_ 1 &
- Z NXpexp | =2 >, (UoU™") (u,v) (m, — 1)) (nﬁ—nﬁ))

k=1 u,v=1
r o 1 n

= Z AR exp ~3 Z s2 (77 775)2)
k=1 u=1

= D, NXjexp —%2 st (1 —775)2>
k=1 a1

— Z Ay X J f dry ..
k=1 Vam)m [T su

1 & xz
exp —22 5] =0 (3.6)

From Bochner’s Theorem 3.2 it follows that there exists a probability measure
II; on R’ such that, for all £ € R”,

J;R exp <—z Z fuxu> dll;

u=1
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= exp <_’L zn] fuﬂu) exp <_% Zn: O-(jmjv)gu&)) . (37)

u=1 u,v=1
Define the probability measure P; on Q; = [| jed Q; by
PJ ((le, ce ’Xjn) € B) = HJ(B),

where B is a Borel subset of R7. The collection (2;,.A;,P;) is a projective
system, because let J' := {jo} U J be a subset of I, which is of size 1 + size J =
1 +n and let B be a Borel subset of R’. The Fourier transform of the measure
B — 11, [R x B] is given by the function:

(fjl, . 7£jn) — JRJ exp (-7125]33]) H]/ [R X d.Z']

jed
= JRJ ‘JRexp (—i;/ €j$j> HJ/ [dy X dIL']
1
=exp | —t Z fjuj> exp (—5 Z U(i7j>§i§j>
jeJ’ i,5€J’
1
= exp —z'zgjuj exp | —= Z o (i, 7)&&;
jed 2 i,j€J

= J‘ e_iZjeJ iz Hj(dx)
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In the previous formula we used the equality &, = 0 several times: J' = Ju{jo}.
It follows that I1; [B] = ;s [R x B]. An application of the extension theorem
of Kolmogorov yields the desired result in Example 3.4.

Suppose that the matrix (o (ju, ju)). be non-degenerate (i.e. suppose that

u,v=1
its determinant is non-zero) and let ( (u,v)), 4=y be its inverse. Then
P((X,....X;,) (3.8)
(det ) 1/2
271_ n/2 f fdl'l d$n13 .1’1,..., n)
exp( 3 Z a(u, v) (Ty = fiu) (T m)) :
u,v=1

Equality (3.8) can be proved by showing that the Fourier transforms of both
measures in (3.8) coincide. In the following propositions (Propositions 3.5 and
3.6) we mention some elementary facts on Gaussian vectors. Gaussian vectors
are multivariate normally distributed random vectors.

3.5. PROPOSITION. Let (2, F,P) be a probability space and let X* : Q — R™,
i =1, 2, be random vectors with the property that the random vector X (w) :=
(XY (w), X?(w)) is Gaussian in the sense that (n = ny + ny)

E (eXP <—i Zn: fﬁ%)) = exp (—73 z”: Erbl — % Zn: U(k’ag)fk:&) , o (39)
k=1 k=1

ke f=1

where the matriz o(k, ()} ,_, is positive definite and where (pi1, . . ., j1n) is a vec-
tor in R™. The vectors X' and X? are P-independent if and only if they are
uncorrelated in the sense that

E (X1X?) = E (X!)E (X2) (3.10)

forall 1 <i<mny and for all 1 < j < no.

PROOF. The necessity is clear. For the sufficiency we proceed as follows.
Put
(X17X2) = (X17 s 7Xn17Xn1+17 s JXn1+n2> .

Since the vectors X! and X? are uncorrelated (see (3.10)), it follows that

ok, &8 = . ok, )& + Z o(k, O)&k&e- (3.11)
k=1 k=1 kf=n1+1

From (3.9) it follows that

and hence that the random vectors X' and X? are independent. O
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3.6. PROPOSITION. Let (2, F,P) be a probability space.

(a) Let @ : R™ — R"™ be a linear map. If X : Q — R™ is a Gaussian
vector, then so is QX.

(b) A random vector X : Q — R"™ is Gaussian if and only if for every
¢ € R™ the random variable w — (£, X (w)) is Gaussian.

PROOF. (a) A random vector X is Gaussian if and only if the Fourier trans-
form of the measure B — P (X € B) is of the form

o exp (~i(6) ~ 5 (06.9).

By a standard result on image measures the Fourier transform of the measure
B — P(QX € B), where X : Q2 — R" is Gaussian and where B is a Borel subset
of R™, is given by

§ = Efexp (i (§, QX))] = Efexp (—i (@€, X))]
~ e (@€ e (5 0060, (3.13)
This proves (a). It also proves that the dispersion matrix of QX is given by
QoQ*.

(b) For the necessity we apply (a) with the linear map Qz := (£, x), z € R",
where £ € R" is fixed. For the sufficiency we again fix £ € R™. Since Y := (£, X)
is a Gaussian variable we have

E (exp (=i (£, X))) = E (exp (=Y))

= exp (—iE(Y)) exp (—%E (Y — E(Y))2)

— oxp (< (€, 1)) exp (—% (o, »s>) , (3.14)

where p = E(X) and where

o(k,0) = cov (Xg, X¢) = E(Xi — E(Xy)) (Xe —E(X))).
This completes the proof of (b). O
3.7. THEOREM. Let o : [ x I — R be a positive-definite function and let = I —
R be a map. There exists a probability space (2, F,P) together with a Gaussian

process (t,w) — X;(w) = X(t,w), t € I, we Q, such that E(X;) = p; and such
that cov(Xs, X;) = o(s,t) forall s, t € 1.

PROOF. The proof is essentially given in Example 3.4. 0

We conclude this section with the introduction of Brownian motion and Brow-
nian bridge as Gaussian processes. First we show that the function o : [0, ) x
[0,0) — R, defined by o(u,v) = min(u,v), u, v € [0,0), and, for ¢t = 0 fixed,
the function oy : [0,t] x [0,t] — R, defined by o4(u,v) = t min(u,v) — wv, u,
v € [0,t], are positive definite.
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3.8. PROPOSITION. The functions o(u,v) = min(u,v), u, v € [0,0), o¢(u,v) =
tmin(u,v) — wv, u, v € [0,t], and og(u,v) = iexp(— lu—v|), u, v eR, are

positive definite. In addition, the function og(u,v) defined by
1
oo(u,v) = §exp(—(u +)) (exp (2min(u,v)) — 1), u, v =0,

s positive definite.
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PROOF. Let 0 = sp < 81 < 89 < 83 < --- < S, < tandlet \j,..., A\, be
complex numbers. The following identities are valid:

i T tls = 5m)

st (t = 55)(t = s5-1)

n S Si—1
Z )\k1>\/€2 Skl)( 8k2) {t_JS‘ B t_JS. 1}
J J=

J ka=j

min(ki,k2) B 5; Si-1
DU Ak, - (t = s8,) (£ = 5k,)

t—Sj t—Sj_l

>\k t*Sk)

M=

B
Il

I
INgE
D=

Il
—

k1

J

I
NgE
M=

k1=1ko=1 =
s $ ~ Smin(k1,k2)
= > ) Aty Ay == (= 51, ) (t = s,
k1=1ko=1 - smin(klka)

)\klxkz Smin(kl,kg) (t - Srnax(k1,k2)) = Z >\k1Xk2 Ut (S]ﬂ? 8k2) (315)
1 k1,ka=1

I
NgE
=

3

1

G

1 2

and hence the function oy is positive definite. Since

Z /\jxktmin(sj,sk) = Z )\jxkat(sj,sk) +

jk=1 jk=1

it follows that the function o is positive definite as well.

In order to prove that the function oy is positive definite we first notice that
the Fourier transform of the function ¢ — exp (— [¢|) is given by

0 ) o0
J e ®te gt — 2f cos (£t) e 'dt
—0 0

= 2Re JOO 1004y — 9Re—t_ — 2 (3.16)
0 1—di¢ 14&2
Hence upon taking the inverse Fourier transform we obtain:
1 1 [ exp(i&(t—s))
—elimsl = — dé. 3.17
2° o foo a1 & (3.17)
Let Aq,..., A\, be complex numbers and let sq,...,s, be real numbers. From
(3.16) and (3.17) it follows that
n 2
Hzl )\k/\e— exp (— sk — s¢|) = f 52 1 Zl Ak exp (i€sg)| d¢. (3.18)

An easier way to establish the positive-definiteness of og(u,v) is the following.
For Ay,..., A\, in C and for real numbers s1,...,s, we write

Z MeAgexp (— | s, — s¢|)
k(=1

= 2 e ¢ in (exp(—(Sk - Sz))7eXP(—(S€ - Sk)))

kl=1
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= Z exp(—55) Ak exp(—s¢) A\g min (exp(2sk),exp(254))
k=1

ZL‘”

A similar argument can be used to prove that the function og(u,v) is positive
definite. O

n 2
D exp (= 51) ML joexpizen) (€)] d€ = 0.
k=1
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We now give existence theorems for the Wiener process (or Brownian motion),
for Brownian bridge and for the oscillator process.

3.9. THEOREM. The following assertions are true.

(a) There exists a probability space (2, F,P) together with a real-valued
Gaussian process {b(s) : s = 0}, called Wiener process or Brownian mo-
tion, such that E(b(s)) = 0 and such that E (b(s1)b(s2)) = min(sy, $2)
for all sy, sy = 0.

(b) Fizt > 0. There exists a probability space (0, F,P) together with a real-
valued Gaussian process {X;(s) :t > s = 0}, called Brownian bridge,
such that E(X:(s)) = 0 and such that

S1592

E (Xi(s1)Xi(s2)) = min(sy, s2) — —

for all sy, sy € [0,t].

(c) There exists a probability space (2, F,P) together with a real-valued
Gaussian process {q(s) : s € R}, called oscillator process, which is cen-
tered, i.e. E(q(s)) = 0 and which is such that

E (g(s1)a(52)) = 5 exp (~ ls1 — 52])

for all s1, so € R.

(d) There exists a probability space (2, F,P) together with a real-valued
Gaussian process {X(s): s = 0}, called Ornstein-Uhlenbeck process,
such that E(X(s)) = 0 and such that

E (X (51)X(s2)) = = exp(—(s1 + $2)) (exp(2min(sy, s2)) — 1) (3.19)

N =D =

(exp (—|s1—s9]) — eXp(—(51 + 52))) for all sy, sy = 0.

2. Brownian motion and related processes

In what follows z and y are real numbers and so is pu. Let {b(s) : s = 0} be
Brownian motion (starting in 0) on a probability space (2, F,P) (i.e. E[b(s)] =
0 and E[b(s1)b(s2)] = min (s, $2)). Then the process {z + b(s) + us: s = 0}
is a Brownian motion with drift p starting at x. Let {X(s):0 < s <t} be
a Brownian bridge on a probability space (2, F,P). Then the process s —

s s
<1 - z) x+ 7Y + Xi(s) 0 < s < t is called pinned Brownian motion, namely

pinned at z at time 0 and pinned at y at time t. Let {b;(s):s >0}, 1 <
j < d, be d independent Brownian motions on the probability space (Q2, F,P).
The process {(b1($),...,ba(s)) : s = 0} is called d-dimensional Brownian motion.
The characteristic function for d-dimensional Brownian motion starting at x €
R? is given by:

E, [e—z‘2;-;1<X<sj>,sf>] _ o iXi(€.2) o5 X g (€7.6F) min(s;se)

_ i (¢7,2) e~ Zi=1(se=se-1) |Zr_ & ‘2 : (3.20)
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where xg = x and where 0 = sp < s1 < --- < S,. A similar definition can be
given for d-dimensional Brownian bridge and for the d-dimensional oscillator
process. Notice that a d-dimensional process {b(s) = (b1(s),...,bq(s)) : s = 0}
is a d-dimensional Brownian motion, starting at 0, on the probability space
(Q,3,P) if and only if E (b;(s1),bk(s2)) = 0,4 min(sq,s2). Let us prove the
above equalities.

3.10. THEOREM. Let 0 = sg < 81 < -+ < 8, < 00. Fix the vectors © and
1,6 inRY. Put sg =0 and g = x. The following equalities are valid:
D (se = se-1) Zsj (&, &) min (s, s0); (3:21)
(=1 j=¢ k=1

J dxy .. J dx,, exp( ZZ (&, x5) ) (3.22)
R R4

ﬁ ’95] e i

i1 (V/2m (s — sj-1) (sj —Sj-1) 2(sj — sj-1)

= exp (—z <Zf], >> ( i (&, &) min s],sk)> : (3.23)

For a and b € R? we write (a + bi)? = |a|* + 2i (a, b) — |b|*.

l\DI»—t

PROOF. In order to see the first equality we write

n

Z S¢ — S¢— 1 Z <€j17£j2>
/=1

=1 J=€ Jrga=t
n  min(j1,52) n
=) (se = 501) (€0 6n) = D5 (Sminirgn) — 50) (v &)
Ji,je=1  ¢=1 J1,J2=1
= Z Smin(j1,52) <§j17§j2> - = Z min (Sju Sj2> <£j17§j2> : (3’24)
Ji,J2=1 J1,J2=1

For the second equality we proceed as follows:

dx J dx, exp (&, x
[ R )

1 | — x4
1 (v/27 (55 — s5— 1))d o <_2 (sj — 3]’—1)) (3.25)

(substitute z; = x +y1 + - - + ;)

= exp Z (&, ) J dyl...f dy,, exp —Z'Z Z&j,ye
-1 R4 R? =1 \j=t

-
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n 2
H exp | — ;]
d 2
S; — Sj_
i 27r( —5j_ 1)) (s; = 5j-1)

(substitute y, = (s¢ — sp_1)"* 2)

=exp | —i Z (&, x) J dz .. J dz,
e R R
K : n 2
exp —’LZ(SZ—SZ 1) Z (&, ze) H—dexp -
=1 j=t =

n 1 n n
=exp | —1 2 (§: @) | exp D) (8¢ = s0-1) Z &
j=1 g=t

|
N | —

 — dzy exp
E (\/ 27r)d R4
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From Cauchy’s theorem, it then follows that

JRd diy .. JRd dxnexp< i §],x]> (3.26)

ﬁ ,1 : ))deXP <—%) (3.27)
S

1 deddZeeXP <—%|2e!2) (3.29)

(3.28)

n 1 n n
= exp < Z (&5, >) exp | —5 Z Sg— Sp—1 Z (3.30)
j=1 /=1 j=t
(first equality)
& I « .
= exp <—zz <§J,x>) exp <—§ Z (&;, &) min (s;, sk)> .
Jj=1 k=1
This completes the proof of Theorem 3.10. 0

In the following proposition we collect a number of interesting properties of the
(finite dimensional) joint distributions of some of the Gaussian processes we
introduced so far.

3.11. PROPOSITION. Let {b(s) : s = 0} be d-dimensional Brownian motion and

let
{Xi(s):0<s<t}
be d-dimensional Brownian bridge. In addition let x and y be vectors in R? and

let Q : R — R? be an orthogonal linear map. Also fix a strictly positive number
a.

(a) The joint distributions of the processes

{b(s): s> 0} and {sb (i) . o}
coincide.

(b) The joint distributions of the processes

{b(as) : s =0} and {\/ab(s):s =0}

coincide.
(¢) The joint distributions of the processes

orsscm) and [ (%) o)

coincide.
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(d) The joint distributions of the processes

et — 1
{X(t):t>0} and {e_tb< 5 ) :t>0}
coincide. The process {X (t) : t = 0} also possesses the same joint dis-
tribution as {S(t) exp (—(t —s))db(s) : t = O}.

(e) The joint distributions of the following processes also coincide:

(1—;>x+§y—|—Xt(s), 0<s<t, (3.31)

S S S st
A P _3 32
(1 t>x+ty—|—<1 t)b(t—s)’ 0<s<t (3.32)
(1—§>x+§y+b(s)—§b(t), 0<s<t. (3.33)

(f) The process {Qb(s) : s = 0} is d-dimensional Brownian motion and so
its joint distribution coincides with that of {b(s) : s = 0}.

Notice that instead of the “distribution” of a random variable or a stochastic
process, the name “law” is in vogue.

3.12. REMARK. Put b°(t) = x + b(t). Then {b*(t) : t = 0} is Brownian motion
that starts in z. Put X*(t) = exp(—t)z+X(t). Then the process {X*(t) : t > 0}
is the Ornstein-Uhlenbeck process of initial velocity x.

3.13. REMARK. The stochastic integral S(t) exp(—(t — s))db(s) can be defined as
the L-limit of 7" e~ =%-1) (b(s;) — b(sj_1)), whenever max (s; — sj-1) tends
to zero. Here 0 = sy < 51 < --- < s, = t is a subdivision of the interval [0, ¢].

3.14. REMARK. Let f : R? — C be a bounded Borel measurable function. Then
E[f(X*(t))] is given by

B[ (0 ()] = [ (e VT=e ) %dy

Moreover the Ornstein-Uhlenbeck process is a strong Markov process.

3.15. REMARK. Let {b"(t) : t = 0} be Brownian motion that starts at = (and
has drift zero). Fix s > 0. The processes

{b°(s+1t) —b°(s) : t =0} and {b°(t) —z:t =0}

possess the same (joint) distribution. In order to see this one may calculate the
Fourier transforms, or characteristic functions, of their distributions.

3.16. REMARK. Suppose that the Markov process
{(Q,5,P,), (X(t),t=0), (9, T =0), (R",B)} (3.34)

1 12
is Brownian motion in R™, and put po(t,z,y) = 7 €Xp —u ,
(2mt)" 2t

t >0, z, y € R". Define the measure p5; by
M6’7y3?(A) = Eﬂ“ [1Ap0(t - S, X(8)7 y)] ) (335)
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where the event A belongs to Fs = o (X (u) : u < s), for s < t. Since the process
s +— po(t —s,X(s),y) is a P,-martingale on the half-open interval 0 < s < ¢,
it follows that the quantity ME’Z(A) is well-defined: its value does not depend
on s, as long as A belongs to F,; and s < t. From the monotone class theorem
it follows that pg; can be considered as a positive measure on the o-field F;_
given by F;— = 0 (X(s): 0 < s <t). Then the measure uo’y defined in (3.35)
is called the conditional Brownian bridge measure. It can be normalized upon
dividing it by the density po(t, z,y).

PROOF OF PROPOSITION 3.11. Since all the indicated processes are d-dim-
ensional Gaussian (the definition of a d-dimensional Gaussian process should be
obvious: in fact in the discussion of 3.4 and in Theorem 3.7. The expected value
1 should be map from I to R? and the entries of the diffusion matrix o should
be d x d-matrices), it suffices to show that the corresponding expectations and
covariance matrices are the same for the indicated processes. In most cases this
is a simple exercise. For example let us prove (f). Let ¢(k,{) be the entries of
the matrix ). Then

d d
E ((Qb(s1)); (Qb(s2)),.) = qu, 2q<k,n>E<bm<sl>bn<52>>
d

d d
= Z q(j,m Z (k,n)dp.n, min(sy, s2) Z q(j, m)q(k,m) min(sy, s2)
n=1 m=1

= (QQ") (j, k) min(sy, s3) = 04 min(sy, S2). (3.36)

This proves that {Qb(s) : s = 0} is again d-dimensional Brownian motion. This
completes the brief outline of the proof of Proposition 3.11. 0

Download free eBooks at bookboon.com



In the proof of the existence of a continuous version of Brownian motion, we
shall employ the following maximal inequality of Lévy.

3.17. THEOREM. (Lévy) Let Xy, ..., X, be random variables with values in R®.
Suppose that the joint distribution of X1, ..., X, s invariant under any change
of sign (z1,...,x,) — (€121,...,€,3,), where ¢, = +1. Put S, = 25:1 X;.
Then for any A > 0

P <max |Sk| = )\) < 2P (IS, = N). (3.37)
1<k<n
Ifd =1, then
P <max Sk = )\) <2P (S, = A). (3.38)
1<k<n

ProOOF. We prove (3.37). Put

k—1
A= [VAISiI < A (ISl = A
j=1
1 1
and put A = (J;_; Ag. Write T, = Z§:1 Xj—Z?:kH X;. Then Sy = §Sn + §Tk

and so
{|Sk| = A} < {|Sn] = A} U {|Tk| = A}.

Hence, from the invariance of the joint distribution of (X7,..., X,,) under sign
changes we see

P(Ak) P (A, |Sk| = A)
P (A, [Sn] = A) + P (A, [Tk| = X) = 2P (A, |Sn] = ).

Since the events Ay, 1 < k < n, are mutually disjoint, we infer

= P(A) = ) P(4) < Z (A |Sal = A) < 2P (|S,] = ).

k=1
This proves (3.37). The proof of (3.38) is similar and will be left to the reader.
Altogether this completes the proof Theorem 3.17. 0

Let {X(¢) : t = 0} be Brownian motion on the probability space (2, F,P). We
shall prove that there exists a continuous process {b(¢) : ¢ = 0}, that is indistin-
guishable from the process {X(t) : t = 0}. This means that P(X(¢) = b(t)) =
for all ¢ > 0.

3.18. THEOREM. Let {X(t):t >0} be Brownian motion on some probability
space (2, F,P). Then there exists stochastic process {b(t) : t = 0} which is P-
almost surely continuous, and that is also a Brownian motion on the probability
space (Q,F,P) and that is indistinguishable from the process {X(s):s = 0}.
Here we suppose that F contains the P-zero sets.
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Proor. Without loss of generality we may and do assume that the Brownian
motion {X(s):s > 0} has drift 0 and diffusion matrix identity. For the proof
we shall rely on Theorem 3.17 and on the Borel-Cantelli lemma, which reads as
follows. Let (A, : n € N) be a sequence of events with Y.~  P(A,) < o0. Then
P (M_iU,s_,, An) = 0. In Theorem 3.18 we choose the sequence (4, : n € N)
as follows. Let D be the set of non-negative dyadic rational numbers and put

1
A, =< max sup X(q)— X(k27")| > — }.
{0<k‘<"2” geD k2™, (k+1)27"] ‘ @ ( )‘ n}
An application of Theorem 3.17, with X (t+7627™)— X (t+(j—1)02~™) replacing
X; yields

P( max | X (t+j627™) — X(¢)] = a) <2P(|X(t+0)— X (1) = a)

1<y<2m

< ZEIX(+6) X0 = 2L [ e (<3 ) ol ay
< — - =—F— | ep|—5
o ot (m)d Rd 2

262 (2d + d?
- % (3.39)
In (3.39) we let m tend to infinity to obtain:
262 (2d + d?
P ( sup | X(t+qd) — X(t)] > a) < %. (3.40)
0<q<l,geD «

Hence, with J, x = [k27", (k + 1)27"] (see also (3.46) below), and with ¢ = k2"
and § = 27",

IP( max  sup |X(¢q) — X (k27")| > l)

0<k<n2m qEDmJ n

< ”2 P ( sup ‘X(q) - X(k:Q_”)‘ > %)

k=0 qeDNJIy i
L2(2d27% 4 d227)  2(2d+ d)n® _ G’
(n*1)4 B on S on

Since the sequence in (3.41) is summable, we may apply Borel-Cantelli’s lemma
to conclude that P-almost surely, for all ¢ > 0, the path ¢ — X (gq) is uniformly
continuous on DN [0, t]. So it makes sense to define the P-almost surely continu-
ous function s — b(s) by b(s) = lim,_,s 4ep X (s). It is not so difficult to see that
the process {b(s) : s = 0} is also a Brownian motion. In fact let &,...,&, be n
vectors in R? and suppose 0 = sy < §1 < --- < 5,,. Then we choose sequences
0=qo(m) <s1 <q(m) <ss <g(m)<sp,—1<-<qu1(m)<s, <q,(m),
m € N, in D, such that gx(m) | sg, if m tends to infinity and this for 1 < k < n.
Since {X(s) : s = 0} is d-dimensional Brownian motion we have

oo (G xoen))

<n2

(3.41)
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(g;(m) = gj-a(m)) |. (3.42)

In (3.42) we let m tend to oo to obtain

TR

This equality shows that {b(s) : s = 0} is a Brownian motion. In order to prove
that it cannot be distinguished from the process {X(s) : s = 0}, we notice first
that

S] 1) . (343)

E (exp (=i (§, X(t + s) — X (t)))) = exp (—% |§|2 s) , EeR% (3.44)
Hence, for ¢ € R,

E [exp (=i (€, X (1)) — exp (—i (&, b(t)))|*
=E(2—exp (i (6, X (t) — b(t))) — exp (—i (£, X (t) — b(t))))
= lim (2—E(exp (=i (£, X(q) — X(1)))) — E (exp (—i (£, X (t) — X(q)))))

qlt,qeD

—2-2 lim exp (——|§\ (q— )) ~ 0. (3.45)

qlt,qeD

From (3.45) it readily follows that the processes {X(s) :s = 0} and {b(s) :s = 0}
cannot be distinguished. 0
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In this proof of Theorem 3.18 we have also used the fourth moment
E|X(t+s)— X(t)|".
From (3.44) it follows that this moment does not depend on ¢ and hence
E|X(t+5) -~ X0 = E|X(s) - X(O)|' = E|X(s)]".
A way of computing E [ X (s)|* is the following:

d 2

2 38_52) E(exp (—Z <£7X(8)>)) }5:0

j=1"%]

d o2\’ 1.
- (55) = ()

1
= (2ds* — 25 [¢]* + s |¢|* — 2ds? |¢* + d?s?) exp (—5 |f|2> ‘g:o

E|X(s)* = (

1
— (2d32 —2(d +1)s? |§\2 + st |f|4 + d282) exp <_§ |§’2 5) ’5:0
= 2ds” + d*s”. (3.46)

In the following theorem we compute the finite dimensional distributions of d-
dimensional Brownian motion starting at 0 and possessing drift pu. Therefore

1 o2
we define the Gaussian kernel p(t, x,y) by p(t,z,y) = — exp eyl .
(2mt)2 2t
Notice the Chapman-Kolmogorov identity

st sx+ty )
2.

t - +t, ) 9
p(S,l‘,Z)p( 7Z7y) p(S Z y)p<8+t S—i-t

3.19. THEOREM. Let {b(s) : s = 0} be d-dimensional Brownian motion with dif-
fusion matriz identity, with drift 0 and which starts in 0. Let fi,..., f, be

bounded Borel measurable functions on R? and let 0 = sy < 1 < -+ < S,.
Then

E <ﬁ filw +b(s;) + usj)> (3.47)

1
- Jd . ..Jddxl . .dxnl_[fj(xj)l_[p(sj — Sj_1,Tj_1 — USj_1,Tj — [S;) ,
R R i1 ;

= j=1

where xo = .

3.20. REMARK. Equality (3.47) determines the joint distribution of the process
{X(s) :==x+b(s) +us:s=0}.

This will follow from the monotone class theorem. The vector u is the so-called
drift vector and the process X = {X(s) : s > 0} starts at x in R%.
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3.21. REMARK. Another consequence of equality (3.47) is the fact that the

random vector b(t) —b(s), t > s fixed, is independent of the o-field generated by

the process {b(c) : 0 < o < s}. This fact also follows from (3.48) below together

with the monotone class theorem. For § e RY, &, e R 1< j<n, t>s> s, >
-+ 51 >S9 = 0 the following identity is valid and relevant:

E<exp (—z<g b(t zi (& 0( ))

= exp (—— |f‘ 2 min 5]73k §j7§k’>>
Jik

=1

— E (exp (i (€, b(t) — b(s)))) E <p< i@, )) (3.48)

In other words a Brownian motion (diffusion matrix identity) is a Gaussian
process {b(s): s =0} with independent increments b(t) — b(s), t > s, with
mean p(t—s) and covariance matrix cov(bg(t) — bi(s), be(t) —be(s)) = dge(t —s).

[\DI»—t

PROOF. Theorem 3.10 shows that the equality in (3.47) holds for functions
fi, 1 < j <mn, of the form

fi(x) = f exp (—i {€, 7)) diss (€), (3.49)

where p; = ¢, is the Dirac measure §;. Fubini’s theorem then implies that
(3.47) also holds for functions f;, 1 < j < n, of the form (3.49) with u;(B) =
§595(&)dE, with g; e L (Rd), 1 < 7 < n. Since, by the Stone-Weierstrass the-
orem functions of the form (3.49) with p;(B) = §, g;(£) d¢ where g; € L' (R?),
are dense in the space Cj (Rd), it follows that (3.47) holds for functions f; €
Co (Rd), 1 < j < d. By approximating indicator functions of open subsets from
below by functions in Cy (R?) it follows that the equality in (3.47) holds for
functions f; which are indicator functions of open subsets. A Dynkin argument
(or the monotone class theorem) then shows that (3.47) is also true if the func-
tions f; are indicator functions of Borel subsets B;, 1 < j < n. But then this
equality also holds for bounded Borel functions f;, 1 < j < n.

This completes the proof of Theorem 3.19. U

Next we want to define standard Brownian motion, with drift vector pu, that
starts at z € R%.

3.22. DEFINITION. The standard Brownian motion, starting at x € R? and with
drift p is defined as the canonical Gaussian process {X(s) : s = 0} defined on
(Q, F,P,) with the property that the increments X (¢ + h) — X (¢) are mutually
independent and have P -expectation uh. Moreover it starts P,-almost surely at
z, l.e. Pp(X(0) =2) =1 and cov (Xp(t + h) — Xp(t), Xe(t + h) — Xe(t + h)) =
Orch. The covariance is of course also taken with respect to P,. The process is
canonical because for 2 we take Q2 = C' ([0, 20), R?), for X (t) we take X (t)(w) =
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w(t), w e Q. For F we take the o-field in 2, generated by the state variables
{X(s): s = 0}. For all this we often write

{(QF.P,), (X(t):t=0),(0:t=0),(R,B)}.
Here the shift or translation operators ¥;, t > 0, are defined by J:(w)(s) =
w(s +t), we Q. We also introduce the filtration (F; : ¢ = 0) defined as the full

history: F; is the o-field generated by the variables X(s), 0 < s < t. We also
shall need the right closure &, defined by Fii =), Fs.

In the following result we give some interesting martingale properties for Brow-
nian motion.

3.23. PROPOSITION. Let
{(QFP,), (X(1t):t=0),(0:t=0),(RY,B)}

be standard Brownian motion that starts at x € R and that has drift p. For
t > s the variable X (t) — X (s) does not depend on the o-field Fs. The following
processes are P,-martingales with respect to the filtration Fy, t = 0:

t X(8) —tp,  te | X(8) = tu)? — dt.

PROOF. The fact that the increment X (¢t) — X (s) does not depend on the
past Fy is explained in Remark 3.21 following Theorem 3.19. The other asser-
tions are consequences of this. Let s and ¢ be positive real numbers. Then we
have

E, (X(s+1t)— (s+t)u|Fs) — (X(s) — sp)
=E, (X(s+1t)—X(s) | Fs) —tu
(increments are independent of the past)
=E,(X(s+t)—X(s)) —tu=tu—tu=0. (3.50)
Similarly, but more complicated, we also see
E, [[X(s+t) = (s+t)u> —d(s + ) — |X(s) — spl* + ds | F,]
=E, [|[X(s+1) = X(s) — tu+ X(s) — sul” — dt — | X(s) — sul* | F]
=E, [|X(s+1t) — X(s) —tuf’ —dt + (X(s+1t) — X(s) — tp, X(s) — sp) | 5]
(use (3.50))
=E, [|X(s+1t) — X(s) —tul? | F] —dt
(again an application of (3.50))
=E, [|X(s+1)— X(s) — tu|’] —dt
= i cov (Xp(s +1t) — Xp(s), Xe(s +t) — Xg(s)) —dt =dt —dt =0.  (3.51)

k=1
This proves Proposition 3.23. O
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So far we have looked at Brownian motion as a Gaussian process. On the
other hand it is also a Markov process. We would like to discuss that now. In
fact mathematically speaking equality (3.47) in Theorem 3.19 is an equivalent
form of the Markov property. As already indicated in Remark 3.20 following
Theorem 3.19 the monotone class theorem is important for the proofs of the
several versions of the Markov property.

3.24. DEFINITION. Let 2 be a set and let 8 be a collection of subsets of 2. Then
S is a Dynkin system if it has the following properties:

(a) Qe $;
(b) if A and B belong to 8§ and if A © B, then A\B belongs to 8;

(c) if (A, :neN) is an increasing sequence of elements of 8, then the union
U, A, belongs to 8.
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The following result on Dynkin systems is well-known.

3.25. THEOREM. Let M be a collection of subsets of €1, which is stable under

finite intersections. The Dynkin system generated by M coincides with the o-
field generated by M.

3.26. THEOREM. Let €2 be a set and let M be a collection of subsets of (), which
is stable (or closed) under finite intersections. Let 3 be a vector space of real
valued functions on Q satisfying:

(i) The constant function 1 belongs to H and 14 belongs to H for all A e M;

(11) if (f, : n € N) is an increasing sequence of non-negative functions in H such
that f = sup,,cy fn is finite (bounded), then f belongs to H.

Then H contains all real valued functions (bounded) functions on 2, that are
(M) measurable.

PROOF. Put D = {A<Q:14€ H}. Then by (i) Q belongs to D and
D oM. If Aand B are in D and if B © A, then B\A belongs to D. If
(A, : n e N) is an increasing sequence in D, then 1,4, = sup, 14, belongs to
D by (ii). Hence D is a Dynkin system, that contains M. Since M is closed
under finite intersection, it follows by Theorem 3.25 that D 2 o(M). If f > 0
is measurable with respect to (M), then

n2"
f=sup2™" ijl Lif=jo-ny- (3.52)

Since 1¢jo-ny, J, n € N, belong to (M), we see that f belongs to (. Here we
employed the fact that o(M) < D. If f is o(M)-measurable, then we write f
as a difference of two non-negative o(M)-measurable functions. U

The previous theorems (Theorems 3.25 and 3.26) are used in the following form.
Let © be a set and let (E;, &;),_; be a family of measurable spaces, indexed by an
arbitrary set I. For each ¢ € I, let §; denote a collection of subsets of F;, closed
under finite intersection, which generates the o-field &;, and let f; : 2 — FE; be
a map from € to F;. In this context the following two propositions follow.

3.27. PROPOSITION. Let M be the collection of all sets of the form

ﬂ fi_l(Ai)J AZ € Sia

i€J
veJ, Jc I, J finite. Then M is a collection of subsets of € which is stable
under finite intersection and o(M) = o (f; :i € I).

3.28. PROPOSITION. Let H be a vector space of real-valued functions on 2 such
that:

(i) the constant function 1 belongs to H;
(i) if (hy : n € N) is an increasing sequence of non-negative functions in H
such that h = sup,, hy, is finite (bounded), then h belongs to H;
(iii) H contains all products of the form [, ;1a, 0 fi, J < 1, J finite, and
A;e8;, 1€ J.
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Under these assumptions H contains all real-valued functions (bounded) func-
tions in o(f;:ie€l).

The Theorems 3.25 and 3.26 and the Propositions 3.27 and 3.28 are called the
monotone class theorem.

In the following theorem ¥ is the o-field generated by {X(s) : s = 0} and JF; is
the o-field generated by the past or full history, i.e. F; = o {X(s) : 0 < s < t}.
If T is an (3, )-stopping time we write

Fro = {Ae T An{T <t}eTFy}.

t=0

An (F,,)-stopping is an F-measurable map 7" from €2 to [0, co] with the property
that {T" < t} belongs to F;; for all ¢ > 0.

Notice that stopping times may take infinite values. Often this is very interest-
ing.

3.29. THEOREM. Let {(Q,F,P,),(X(t):t=>0),(d;:t>0), (R, B)}, z € RY,

be d-dimensional Brownian motions. Then the following conditions are verified:

(ay) For every a > 0, for every t = 0 and for every open subset U of R?,
the set {x € R* : P, (X (t) € U) > a} is open;
(ag) For every o > 0, for every t = 0 and for every compact subset K of
R?, the set {x € R : P,(X(t) € K) > o} is compact;
(b) For every open subset U of R? and for every x € U, the equality
l}fgl P, (X(t) e U) =1 is valid.
Moreover d-dimensional Brownian motion has the following properties:
(i) For all t = 0 and for all bounded random variables Y : Q — C the equality
E, (Yod,|F)= EX(t)(Y) (3.53)
holds P,-almost surely for all x € R?;

(i1) For all finite tuples 0 < t; <ty < ... < t, < o0 logether with Borel subsets
By, ... ,Bn of R? the equality

tl EBl,...,X( )EB)

f J J n - n 1, Tn—1, dxn)P(tn—l - tn—27 Tn—2, dxn—l)
Bl Bn 1 n
t2 - tl, x1, dl’g)P(th xZ, d!El) (354)

is valid for all v € R (here P,(X(t) € B) = P(t,z,B));

(11i) For every (F,y)-stopping time T and for every bounded random variable
Y : Q — C the equality

Ez (Y 9 19T | ng_;,_) = EX(T) (Y) y (355)
holds P,-almost surely on {T < o} for all x € R%;
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(iv) Let By be the Borel field of [0,00). For every bounded function F : [0, 00) x
Q) — C, which is measurable with respect to BRQF, and for every (F )-stopping
time T the equality

E, ({w— F(T(w),92w))} | Fry) = {w' = Ex@) {w = F(T(W),w)}}
(3.56)

holds P-almost surely {T' < oo} for all x € RZ.

Since d-dimensional Brownian motion verifies (a1), (ag) and (b), the properties
in (i), (i), (iii) and (iv) are all equivalent. Properties (i) and (ii) are always
equivalent and also (iii) and (iv). The implication (iii) = (ii) is also clear. For
the reverse implication the full strength of (a;), (az) and (b) is employed. The
fact that Brownian motion possesses property (ii) is a consequence of Theorem
3.19. In fact the right continuity of paths is very important. Since we have
proved that Brownian motion possesses continuous paths P,-almost surely this
condition is verified. Property (i) is called the Markov property and property
(iii) is called the strong Markov property. Equality (3.56) is called the strong
time-dependent Markov property. We shall not prove this result. It is part of the
general theory of Markov processes and their sample path properties. It is also
closely connected to the theory of Feller semigroups. As in Theorem 3.29 let
{(0LF,P,),(X(t):t=0), (W :t>0),(R%,B)} be Brownian motion starting
in z. In fact the family of operators {P(t) : t > 0} defined by [P(t)f](z) =
E, (f(X(t), fe L®(R?), ¢t > 0, is a Feller semigroup, because it possesses the
properties mentioned in the following definition.

In what follows E is a second countable locally compact Hausdorff space, e.g.
E = R?% We define a Feller semigroup as follows.

3.30. DEFINITION. A family {P(¢) : t = 0} of operators defined on L*(F) is a
Feller semigroup, or, more precisely, a Feller-Dynkin semigroup on Cy(FE) if it
possesses the following properties:

(i) It leaves Cy(E) invariant: P(t)Co(E) < Cy(E) for t = 0;
(ii) It is a semigroup: P(s+t) = P(s)o P(t) for all s, t > 0, and P(0) = I;
(iii) It consists of contraction operators: |P(t)f|., < | f]., for all £ = 0 and
for all f e Cy(FE);
(iv) It is positivity preserving: f =0, f € Co(E), implies P(t)f = 0;
(v) It is continuous for ¢ = 0: limy o [P(¢)f] (z) = f(z), for all f e Cy(E)
and for all z € E.

In the presence of (iii) and (ii), property (v) is equivalent to:
(v') limyyo |P(¢)f — f|,, = 0 for all fe Cy(E).

So that a Feller semigroup is in fact strongly continuous in the sense that, for
every f € Cy(E),

lim | P(s)f — P(1)],, = 0.
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It is perhaps useful to observe that Cy(F), equipped with the supremum-norm
|-|l,, is @ Banach space (in fact it is a Banach algebra). A function f: £ — C
belongs to Cy(E) if it is continuous and if for every e > 0, there exists a compact
subset K of F such that |f(z)| < € for x ¢ K. We need one more definition.
Let {P(t) : t = 0} be a Feller semigroup. Define for U an open subset of E, the
transition probability P(t,xz,U),t >0, z € E, by
P(t,z,U) = sup{[P(t)u] (z) : 0 <u < 1y, ue Cy(E)}.
This transition function can be extended to all Borel subsets by writing
P(t,x, K) =inf {P(t,z,U) : U open U 2 K},
for K a compact subset of E. If B is a Borel subset of F, then we write
P(t,z,B) = inf {P(t,z,U) : U 2 B,U open }
=sup{P(t,z,K) : K € B, K compact }.
It then follows that the mapping B — P(t,z, B) is a Borel measure on &, the

Borel field of E. The Feller semigroup is said to be conservative if, for all t > 0
and for all x € E, P(t,z, F) = 1.
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We want to conclude this section with a convergence result for Gaussian pro-
cesses.

3.31. PROPOSITION. Let (Xs(n) IS E I>, n € N, be a sequence of Gaussian pro-
cesses. Let (X :s€ 1) be a process with property that

E[X,X,] = lim E [Xq(L")XIS")], for all w and v in I and
n—ao0
E[X,] = lim E[X{], foralluel.
n—ao0
Also suppose that, in weak sense,

lim (X, X)) = (X Xa)

u
n—0o0 m

for all finite subsets (uy, ..., un) of I. Then the process (X : s € I) is Gaussian
as well.

PROOF. Let &,...,&,, be real numbers, and let uq,...,u,, be members of

1

= exp (—z’ GE (XI) —% 2 Ep&ocov (Xgp,ng))) .
k

1 k=1
Next let n tend to infinity to obtain (here we employ Lévy’s theorem on weak
convergence):

E (exp <_§ gkXUk)>

~exp { Y EE[X,] - £ D GEEIX,, ~E(X,,) (X, ~E (Xw))]} .
k=1

ke f=1

BN F

So the result in Proposition 3.31 follows. |

For Lévy’s weak convergence theorem see Theorem 5.42.

3.32. THEOREM. Brownian motion is a Markov process. More precisely, (3.53)
is satisfied.

PRrROOF. Let F' be a bounded stochastic variable. We have to show the
following identity:

E, [F oYy ‘ fﬂ] =Exq@ [F], P,-almost surely.
It suffices to show that
E,[F oV, x G] =E, [Exq [F]G] (3.57)

for all bounded stochastic variables F' and for all bounded F;,-measurable func-
tions GG. By an application of the monotone class theorem twice (see Proposi-
tion 3.28) it suffices to take F of the form /' =[], f; (X (s;)), 0 < 81 < 82 <
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++8m < 00, and G of the form G = [[7_, g; (X (), 0 <ty <tg <--- <1, <t
Here fi,..., fm and g1, .., gm are bounded continuous functions from R? to R
or C. Once the monotone class theorem is applied to the vector space

{GeL”(Q,5): E,[Exq [F] x G] =E, [F o, x G]},
where F' is as above, and once to the vector space
{FelL”(Q,9): Exy [F] =E,[FoV;| %], P,almost surely}.
Then (3.57) may be rewritten as
By [ (X (5148 fon (X (50 4+ ) 91 (X (0)) -+ g (X (1))
— E. [Exo [ (X (52)) -+ fon (X (5] g1 (X (1)) -+ g0 (X ()] (358)

Putry=t,1<j<n =8+t 1<k<m;h;=g;,1<j<n, hprp = fi,
1<k<m. By deﬁnltlon we have

[fl( (81+t))-~fm( (5m + 1) g1 (X (t1)) -~ gn (X (t0))]
)) ’ hn+m (X (Tn+m>)]

f fdxl dmn-‘rmhl (xl) : hn+m (In+m)

(7—17 T xl) P (Tn+m Tn+m—15 Tnt+m—1, xn+m) . (359>

Next we rewrite the right-hand side of (3.58):
Ey [Exq [f1 (X (s1)) - fin (X (5:)] g1 (X (t1)) -+~ g (X (t0))]

:&mem> () [ [ oyt () B ()
p@hxuxm»~p@m—sm4wm4wmﬂ
:J...fdzl...dzngl(z1)~--gn(zn)
p(t,x,z1) - p(tn — ta1, 2n_1, zn)f dzp (t — tp, z2n, 2)

J"-del---dymfl (1) - S (Ym)
P(31>273/1) o p(sm - Smflaymflaym)

(Chapman-Kolmogorov: {p (t —t,,,2,,2) p (s1,2,y) dz = p(s1 +t — ty, 20, Y))

:f”f@LJMm@ygdwfmf@rd%ﬂw~mu%>

p(t1,$,21) o p(tn - tn—lu Zn—1, Zn)
p(si+t—tn, Zn, 1) P (Sm — Sm—1, Ym—1:Ym)

= Eo [i (X (s148) - fon (X (5m +1)) g1 (X (£1)) -~ gn (X ()] . (3.60)

Since the expressions in (3.59) and (3.60) are the same, this proves the Markov
property of Brownian motion. The proof of Theorem 3.32 is now complete. [
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3. Some results on Markov processes, on Feller semigroups and on
the martingale problem

Let E be a second countable locally compact Hausdorff space, let E® be its
one-point compactification or, if E is compact, let A be an isolated point of
E® = E|JA. Define the path space Q as follows. The path space € is a subset

of (E#) %) With the following properties:

(i) If w belongs to Q, if ¢ > 0 is such that w(t) = A and if s > ¢, then
w(s) = A;
(i) Put {(w) =inf{s > 0: w(s) = A} for w € Q. If w belongs to 2, then w
possesses left limits in £ on the interval [0, ¢] and it is right-continuous
on [0, o0);
(iii) If w belongs to 2, if ¢ > 0 is such that w(t) belongs to F, then the closure
of the set {w(s) : 0 < s <t} is a compact subset of E or, equivalently,
if t > 0 is such that w(t—) = A and if s > ¢, then w(s) = A.

3.33. DEFINITION. The random variable (, defined in (iii.) is called the life
time of w. A path w € € is said to be cadlag on its life time. We also define
the state variables X(t) : Q@ — E® by X(t)(w) = X(t,w) = w(t), t = 0,
w € Q. The translation or shift operators are defined in the following way:
[De(w)](s) = w(s +1t), s, t >0 and w e Q. The largest subset of (EA)[O’OO)
with the properties (i), (ii) and (iii) is sometimes written as D ([0, ), E®) or
as Dpa([0,0)). Let F be a o-field on Q. A function Y :  — C is called a
random variable if it is measurable with respect to F. Of course C is supplied
with its Borel field. The so-called state space E is also equipped with its Borel
field & and E% is also equipped with its Borel field €. The path wa is given
by wa(s) = A, s = 0. Unless specified otherwise we write Q = D([0,0), E®).
The space D([0, ), E?) is also called Skorohod space. In addition let F be a
o-field on Q and let {F, : t = 0} be a filtration on Q. Suppose F, < F, ¢t = 0,
and suppose that every state variable X (¢), t = 0, is measurable with respect to
F;. (This is the case where e.g. F; is the o-field generated by {X(s) : s < t}.)
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We also want to make a digression to operator theory. Let L be a linear operator
with domain D(L) and range R(L) contained in Cy(E). The operator L is said
to be closable if the closure of its graph is again the graph of an operator. Here
the graph of L, G(L), is defined by G(L) = {(f,Lf): f e D(L)}. Its closure
is the closure of G(L) in the cartesian product Co(E) x Cy(E). If the closure
of G(L) is the graph of an operator, then this operator is, by definition, the
closure of L. It is written as L. Sometimes L is called the smallest closure of L.

3.34. DEFINITION. Let L be a linear operator with domain and range in Cy(FE).

(i) The operator L is said to be dissipative if, for all A\ > 0 and for all
feD(L),
A= Lfll = M- (3.61)
(ii) The operator L is said to verify the maximum principle if for every f €
D(L) with sup {Re f(x) : z € FE} strictly positive, there exists xg € £
with the property that

Re f(xg) =sup{Re f(x):x e £} and Re Lf(xy) <0.

(iii) The martingale problem is said to be uniquely solvable, or well-posed,
for the operator L, if for every x € F there exists a unique probability
P = P, which satisfies:
(a) For every f e D(L) the process

FOX()) — FX(0) — f LA(X(s))ds, 10,

is a P-martingale;
(b) P(X(0) =) = 1.

(iv) The operator L is said to solve the martingale problem maximally if
for L the martingale problem is uniquely solvable and if its closure L is
maximal for this property. This means that, if L, is any linear operator
with domain and range in Cy(E), which extends L and for which the
martingale problem is uniquely solvable, then L coincides with L;.

(v) The operator L is said to be the (infinitesimal) generator of a Feller

semigroup
{P(t) : t = 0},
. . P(t)—1 _ .
it L = s—lglr(r)l ——~——. This means that a function f belongs to D(L)
Pt)f —
whenever Lf := ltif(IJl # exists in Cy(E).

An operator which verifies the maximum principle is dissipative (see e.g. [141],
p. 14) and can be considered as kind of a generalized second order derivative
operator. A prototype of such an operator is the Laplace operator. An operator
for which the martingale problem is uniquely solvable is closable. This follows
from (3.125) below. Our main result says that linear operators in Cy(F) which
maximally solve the martingale problem are generators of Feller semigroups and
conversely.
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3.35. DEFINITION. Next suppose that, for every x € E, a probability measure
P, on & is given. Suppose that for every bounded random variable Y : 2 — R
the equality E, (Y ov; | F) = Ex(Y) holds P,-almost surely for all z € F
and for all £ > 0. Then the process

{(,F,P,),(X(t):t=0),(t:t=0),(F,E)}
is called a Markov process. If the fixed time ¢ may be replaced with a stopping
time 7', the process {(Q,F,P,),(X(¢t):t=0),(0::t>0),(E,E)} is called a
strong Markov process. By definition Pa(A) = 14(wa) = d,,(A). Here A
belongs to F. If the process {(, F, P,),(X(t):t=0),(V;: ¢ 0) (E,€)}is a
Markov process, then we write
P(t,z,B) =P, (X(t)e B), t=0, Beéf, =xe€kE, (3.62)

for the corresponding transition function. The operator family {P(¢) : ¢t = 0} is

defined by [P()f](x) = E. (f(X(2))), f € Co(E).

An relevant book on Markov processes is Ethier and Kurtz [54]. An elementary
theory of diffusions is given in Durrett [45]. In this aspect the books of Stroock
and Varadhan [133], Stroock [132] [131], and Ikeda and Watanabe [61] are of
interest as well.

We shall mainly be interested in the case that the function P(¢)f is a mem-
ber of Cy(E) whenever f is so. In the following theorem F is the o-field
generated by {X(s):s >0} and F; is the o-field generated by the past or
full history, i.e. J; = 0{X(s):0<s<t}. If T is a stopping time we write
Fri =Nso{AeF: An{T <t}eF}.

3.36. THEOREM. Let (2, F,P,), x € E, be probability spaces with the following

properties:

(a1) For every a > 0, for every t = 0 and for every open subset U of E, the
set {r e E: P, (X(t) e U) > a} is open,
(ag) For every a > 0, for every t = 0 and for every compact subset K of E,
the set {x € £ : P, (X (t) € K) = a} is compact;
(c) For every open subset U of E and for every x € U, the equality
l}fg P, (X(t) e U) =1 is valid.

The following assertions are equivalent:

(i) For all t = 0 and for all bounded random variables Y : Q — C the equality
holds P,-almost surely for all x € E;

(i) For all finite tuples 0 < t; <ty < ... <t, < oo together with Borel subsets
By, ... ,Bn of E the equality

th EBl,...,X( )EB)

J j J n - n 17xn—1adl‘n)P(tn—1 _tn—ann—Qadxn—l)
Bl Bn 1 n
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... P(ty — t1, 21, dxo) P(ty, x, dxy) (3.64)
is valid for all x € E (here P,(X(t) € B) = P(t,z,B));
(i11) For every (Fyy)-stopping time T and for every bounded random variable
Y : Q — C the equality
E, (Y odr | Fry) = Exer (Y), (3.65)
holds P,-almost surely on {T" < oo} for all x € E;

(iv) Let B be the Borel field of [0,00). For every bounded function F : [0,00) x
Q — C, which is measurable with respect to BRQF, and for every (Fy)-stopping
time T the equality

E, ({w— F (T(w), (@)} | Fr+) = {w" = Ex(r) {w = F (T(W),w)}}
(3.66)

holds P,-almost surely {T < w0} for all x € E.

Equality (3.66) is called the strong time-dependent Markov property. We shall
not prove this result.
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3.37. THEOREM. Let {P(t):t > 0} be a Feller semigroup. There exists a col-
lection of probabilities (P,), . on the o-field F generated by the state variables
{X(t) : t = 0} defined on Q:= D ([0,%0), E®) in such a way that

E. [f (X(t),. M= [ 7 (X X ) a2,

f Jf X1, X2, - - xn)P(tn — tn—17 Tn—1, dxn)P(tn—l — tn—Q; Tp—2, dmn—l)
(tQ — tl, x1, dIg)P(tl, Z, dI‘l), (367)

where [ 1s any bounded complex or non-negative Borel measurable function de-
fined on E® x ... x E®, that vanishes outside of E x ... x E. Let the measure
spaces (0, F,P,), . be as in (3.67). The process

{(,FP,),(X(t):t=0), (W :t=0),(E,E)}

15 a strong Markov process.

The proof of this result is quite technical. The first part follows from a well-
known theorem of Kolmogorov on projective systems of measures: see Theorems
1.14, 3.1, 5.81. In the second part we must show that the indicated path space
has full measure, so that no information is lost. Proofs are omitted. They can
be found in for example Blumenthal and Getoor [20], Theorem 9.4. p. 46.
For a discussion in the context of Polish spaces see, e.g., Sharpe [120] or Van
Casteren [146]. For the convenience of the reader we include an outline of the
proof of Theorem 3.37. The following lemma is needed in the proof.

3.38. LEMMA. Let (Q,F;,P) be a probability space, and let t — Y (t), be a
supermartingale, which attains positive values. Fix t > 0 and let D be a dense
countable subset of [0,00). Then

O<s<t,seD

P lY(t) >0, inf Y(s)= o] ~0. (3.68)

PROOF. Let (sj)j be an enumeration of the set D n [0,00). Fix n, N € N,
and define the stopping time S, y by

Sp.N = min {sj : 12rj11<nNY (sj) <27 }

Then we have Y (S, n) < 27" on the event {S, y < c0}. In addition, by the
supermartingale property (for discrete stopping times) we infer

E [Y(t), 1£I}mNY(sj) <2 ] E[Y(t), Spn <]
= E[Y(#), min (Sn.n,t) < 1]
< E[Y (min (S, t)), min (S, n,t) < t]
=E[Y (San), San <]
<E[27", S,n <t] <27 (3.69)
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In (3.69) we let N — o0 to obtain:

E [Y(t), inf Y(s)<2™"| <2 (3.70)
O<s<t,seD |
In (3.70) we let n — oo to get:
E [Y(t), inf Y (s)=0|=0. (3.71)
O<s<t,seD )
Let a > 0 be arbitrary. From (3.71) it follows that
. 1 .
P [Y<t) - % 0<sl<2,fs€DY (S) N 0] s E]E |:Y(t)7 0<81<I%,fseDY (S) =01=0
(3.72)
Then in (3.72) we let @ | 0 to complete the proof of Lemma 3.38. O

Let {P(t) : t = 0} be a Feller-Dynkin semigroup acting on Cy(E) where E is a
locally compact Hausdorff space. In the proof of Theorem 3.37 we will also use
the resolvent operators {R(a) : a > 0}: R(a)f(z) = § e ' P(t) f(z) dt, o > 0,
f € Co(E). An important property is the resolvent equation:

R(B) — R(a) = (o= B) R(a)R(B), a, >0
The latter property is a consequence of the semigroup property.

3.39. REMARK. The space E is supposed to be a second countable (i.e. it
is a topological space with a countable base for its topology) locally compact
Hausdorff space (in particular it is a Polish space). A second-countable locally-
compact Hausdorff space is Polish. Let (U;), be a countable basis of open
subsets with compact closures, choose for each 7 € N, y; € U;, together with a
continuous function f; : E — [0, 1] such that f; (y;) = 1 and such that f; (y) =0
for y ¢ U;. Since a locally compact Hausdorff space is completely regular this
choice is possible. Put

N o 1 1

o) = 3327 )~ )+ s~ sy B e R
This metric gives the same topology, and it is not too difficult to verify its
completeness. For this notice that the sequence (f;), separates the points of £,
and therefore the algebraic span (i.e. the linear span of the finite products of
the functions f;) is dense in Cy(E) for the topology of uniform convergence. A
proof of the fact that a locally compact space is completely regular can be found
in Willard [152] Theorem 19.3. The connection with Urysohn’s metrization
theorem is also explained. A related construction can be found in Garrett [57]:
see Dixmier [39] Appendix V as well.

3.40. REMARK. Next we present the notion of Skorohod space. Let D ([0, 1], R)
be the space of real-valued functions w defined on the interval [0, 1] that are
right-continuous and have left-hand limits, i.e., w(t) = w (t+) = lim,}; w(s) for
all 0 <t <1, and w (t—) = limg, w(s) exists for all 0 < ¢ < 1. (In probabilistic
literature, such a function is also said to be a cadlag function, “cadlag” being an
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acronym for the French “continu & droite, limites a gauche”.) The supremum
norm on D ([0, 1],R), given by

|l = sup |w(t)], we D([0,1],R),
t€[0,1]

turns the space D ([0, 1],R) into a Banach space which is non-separable. This
non-separability causes well-known problems of measurability in the theory of
weak convergence of measures on the space. To overcome this inconvenience,
A.V. Skorohod introduced a metric (and topology) under which the space be-
comes a separable metric space. Although the original metric introduced by
Skorohod has a drawback in the sense that the metric space obtained is not
complete, it turned out (see Kolmogorov [70]) that it is possible to construct
an equivalent metric (i.e., giving the same topology) under which the space
D ([0, 1], R) becomes a separable and complete metric space. Such metric space
the term Polish space is often used. This metric is defined as follows, and
taken from Paulauskas in [110]. Let A denote the class of strictly increasing
continuous mappings of [0, 1] onto itself. For X € A, let

M) = A(s)|

lo
& t—s

[Al = sup

0<s<t<1

Then for w; and wy € D ([0, 1], R) we define

(e, 02) = inf masx (] Joor =z 071,,)

The topology generated by this metric is called the Skorohod topology and
the complete separable metric space D ([0, 1], R) is called the Skorohod space.
This space is very important in the theory of stochastic processes. The general
theory of weak convergence of probability measures on metric spaces and, in
particular, on the space D ([0, 1],R) is well developed. This theory was started
in the fundamental papers like Chentsov [33], Kolmogorov [70], Prohorov [112],
Skorohod [122]. A well-known reference on these topics is Billingsley [17].
Generalizations of the Skorohod space are worth mentioning. Instead of real-
valued functions on [0, 1] it is possible to consider functions defined on [0, o) and
taking values in a metric space E. The space of cadlag functions obtained in this
way is denoted by D ([0,0), F) and if F is a Polish space, then D ([0, ), F),
with the appropriate topology, is also a Polish space, see Ethier and Kurtz [54]
and Pollard [111], where these spaces are treated systematically.

OUTLINE OF A PROOF OF THEOREM 3.37. Firstly, the Riesz representa-
tion theorem, applied to the functionals f — P(t)f(x), f € Co(E), (t,x) €
[0,00) x E, provides a family of sub-probability measures B — P (t,z, B),
Be&, (t,x) € [0,00) x B, with P(0,z,B) = 0, (B) = 1g(x). From the semi-
group property, i.e. P(s+1t) = P(s)P(t), s, t = 0, it follows that the family
{P(t,z,): (t,x) € [0,00)} obeys the Chapman-Kolmogorov identity:

P(s+t,z, B) :JP(t,y,B)P(s,x,dy), Beé€ s>0,t>0, xeE. (3.73)
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The measures B — P(t,z, B), B € &, are inner and outer regular in the sense
that, for all Borel subsets B (i.e. B € &),

P (t,z,B) =sup{P(t,z,K): K c B, K compact}
=inf{P(¢,2,0): O o B, O open}. (3.74)

In general we have 0 < P (t,z,B) < 1, (t,z,B) € [0,00) x E x €. In order
to apply Kolmogorov’s extension theorem we need that, for every x € E, the
function t — P(t,x, E) is constant. Since P(0,z, F) = 1 this constant must be
1. This can be achieved by adding an absorption point A to E. So instead of
E we consider the state space B2 = E U {A}, which, topologically speaking,
can be considered as the one-point compactification of F, if E is not compact.
If E is compact, A is an isolated point of E®. Let € be the Borel field of E2.
Then the new family of probability measures {N (¢, xz,-) : (¢t,x) € [0,00) x E} is
defined as follows:

N (t,z,B) =P (t,z,BNnE)+ (1 - P (t,z,E))15(A), (t,z) € [0,0) x E,
N(t,AB)=15(A), t=0, Be&”. (3.75)
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Compare this construction with the one in (1.1). The family
={N(t,z,): (t,z) € [0,00) x E}

again satisfies the Chapman-Kolmogorov identity with state space E* instead of
E. Notice that N (t,x, B) = P (t,z, B) whenever (¢, z, B) belongs to [0, 00) x E'x
€. Employing the family N we define a family of probability spaces as follows.
For every zy € F, and every increasing n-tuple 0 < ¢t; < -+ < ¢, < o0 in [0,)"
we consider the probability space (( ) L @"ER Prty tn): the probability
measure P, ; 4 is defined by

Poir tn(B):f...JN(tl—to,xo,dxl)---N(tn—tn1,xn1,d:cn), (3.76)

where B € @€”. By an appeal to the Chapman-Kolmogorov identity it follows
that, for xy € E fixed, the family of probability spaces:

{(B?)",®@"€%, Pugryotn) 1 0<t < - <t, <0, neN} (3.77)

is a projective system of probability spaces. Put 08 = (EA)[ , and equip this

space with the product o- ﬁeld Fo .= Q022 In addition, write X()(w) =

w(t), w(s) = w(s +1), s, t >0, we Q2 The variables X (t), t > 0, are called
the state variables, and the mappings ¥, t = 0, are called the (tlme) translation
or shift operators. By Kolmogorov s extension theorem there exists, for every
x € E®, a probability measure P, on the o-field 2 such that

B, [(X (t1), - ,)”((tn)> = B] — Poy,. [B]. (3.78)

In (3.78) B belongs to @"E#, and 0 < t; < - < t,, < o0 is an arbitrary increas-
ing n-tuple in [0, 00). Another appeal to the Chapman-Kolmogorov identity and
the monotone class theorem shows that the quadruple

(82528, (X@,120), 0,120, (B4} (379)
is a Markov process relative to the internal history, i.e. relative to the filtration
Fo =0 <)~((s) :0<s< t), t = 0. Moreover, we have P, [)N((O) = x] =1, and,
by the Markov property, we also have, for x € E®, t > s > 0,

B, [)?(t) — A, X(s) = A] ~E, :ﬁx [)?(t —s)ody = A %A] VX (s) = A]

(Markov property)

[
&=

o [Py [X(E = 9) = 2], X(s5) = ]

E, B |X(t-9) = 2], X(s) = 1]

N (t—s,0{A)) - N (s,2,{A))

— N(s,2,{A})) =B, [X(s) - A] . (3.80)

The equality in (3.80) says that once the process t +— X (t) enters A it stays
there. In other words A\ is an absorption point for the process X. Define, for ¢ >
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0, the mapping P(t) : C (E2) —» C (E®) by Pt)f(z) = E, [f ()?(t))], fe
C (EA). From the Markov property of the process X , and since the semigroup

t — P(t) is a Feller-Dynkin semigroup, it follows that the mappings ]B(t), t >0,
constitute a Feller (or Feller-Dynkin semigroup) on C (EA). Consequently, for
any feC (EA), and any ¢ty > 0, we have

()?(t)) ¥ (5&(5)) H — 0. (3.81)

Let D be the collection of non-negative dyadic rational numbers. Since the
space B2 is compact-metrizable, it follows from (3.81) that, for all x € E#, the
following limits

lim sup ]E [

st—t0, 5,120 . pa

S%SHSIELDX(S) and s&lgéDX(S) (3.82)

exist in B2 P,-almost surely. Define the mapping 7 : 0 >0 by
m(w)(t) = %imD)?(s) (W) =: X(t) (r(w)), t=0, we 0%, (3.83)
S se

Then we have that, for every # € E* fixed, the processes t +— X (t) o and t
X (t) are P,-indistinguishable in the sense that there exists an event Q47 < Q4

such that P, [QA ’] = 1 and such that for all ¢ € [0,0) the equality X (¢) =

X (t)or holds on the event 27, This assertion is a consequence of the following
argument. For every (¢,z) € [0,00) x E® and for every f € C (E*) we see

E|f(X@Wom—f(X0)| = 1m B |r(X6)-f(X0)]

slt,seD
~E, [ f ()’Z(t)) _f (f((t))] —0.  (3.84)

Since the space E® is second countable, the space C (EA) is separable, the
equalities in (3.82) and (3.84) imply that, up to an event which is P,-negligible
X(t) = X(t) om for all t = 0. See Definition 5.88 as well. In addition, we have

that, for w € Q the realization ¢ — 7(w)(t) belongs to the Skorohod space €, i.e.
it is continuous from the right and possesses left limits. We still need to show

that X (¢) € E implies that the closure of the orbit {)?(s) 0<s<t se D}

is a closed, and so, compact subset of E. For this purpose we choose a strictly
positive function f € Cy (E) which we extend to a function, again called f, such
that f(A) = 0. It is convenient to employ the resolvent operators R(«), a > 0,

here. We will prove that, for a > 0 fixed, the process t — e 'R («) f ()?(t))

is ﬁx—supermartingale relative to the filtration {f;rtA it > 0}. Therefore, let t5 >
t; = 0. Then we write:

E, [ Re)f (X (1) | 5]

“B e [Cevy g [1 (R9)] 5152
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(Markov property)

o0
B e [T R r (R w) | 5] as |5
0
(Fubini’s theorem and tower property of condiitonal expectation)

- o
oot f e f ()Z' (s + tg)) ds ‘ grﬁ]

0

[f
&=
8

_JOO e vf ()Af (8)) ds | HN’tAI_

2

I
=
8

(the function f is non-negative and ty > ¢;)

_LOO e vf (X' (s)) ds | f;"tAl:

1

N
&=
8

o0
et J e f ()’Z (s + tl)) ds ’ %ﬁ]
| 0

&=

(Fubini’s theorem in combinaton with the Markov property)

_ oot L . ez, [ f (5{ (s))] ds = e R(a) f (X' (tl)) . (3.85)
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Put Y(t) = e R(a)f ()? (t)), and fix z € E. From (3.85) we see that the

process t — ?(t) is a ﬁr—supermartingale relative to the filtration (f;rtA ) :
=0

From Lemma 3.38 with Y (¢) instead of Y'() and B, in place of P we infer

P, [)?(t) e B, inf Y(s)= o] — P, [?(t) >0, inf Y(s)= o] = 0.
seDN(0,t) seDN(0,t)
(3.86)

From (3.86) we see that, P,-almost surely, X () € E implies inf DA(0,¢) Y(s)> 0.
Consequently, for every = € F, the equality

~

P, [X(t) e E] _p, [)?(t) e E, closure {)?(s) . seDn (o,t)} c E] . (3.87)

holds. In other words: the closure of the orbit {)N((s) :se€Dn (0, t)} is con-

tained in E whenever X () belongs to E. We are almost at the end of the proof.
We still have to carry over the Markov process in (3.79) to a process of the form

(L, F,P,), (X(1),t = 0), (0t >0),(E,E)} (3.88)

with Q = D ([0, 0) ,EA) the Skorohod space of paths with values in £%. This
can be done as follows. Define the state variables X (t) : Q — E“ by X (t)(w) =
w(t), we Q, and let ¥, : Q — Q be defined as above, i.e. ¥;(w)(s) = w(s +t),
w € €. Let the mapping 7 : QO — Q be defined as in (3.83). Then, as shown
above, for every z € E, the processes X (t) and X (t)om are P,-indistinguishable.
The probability measures P,, € E, are defined by P, [A] = P, [T e A] where A
is a Borel subset of 2. Then all ingredients of (3.88) are defined. It is clear that
the quadruple in (3.88) is a Markov process. Since the paths, or realizations,
are right-continuous, it represents a strong Markov process.

This completes an outline of the proof of Theorem 3.37. 0

As above L is a linear operator with domain D(L) and range R(L) in Cy(E).
Suppose that the domain D(L) of L is dense in Cy(E). The problem we want to
address is the following. Give necessary and sufficient conditions on the operator
L in order that for every x € E there exists a unique probability measure P, on
F with the following properties:

(i) For every f € D(L) the process f(X(t)) — f(X(0)) — Sg Lf(X(s))ds,
t >0, is a P,-martingale;
(i) P.(X(0) = x) = 1.

Here we suppose 2 = D ([0, 0) ,EA) (Skorohod space) and ¥ is the o-field gen-
erated by the state variables X (t), ¢ = 0. Let P(2) be the set of all probability
measures on F and define the subset P'(Q2) of P(f2) by

P'(Q) = U {]P’ e P(Q) : P[X(0) = z] = 1 and for every f e D(L) the process

zeEA
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F(X(t) — f(X(0)) — f: Lf(X(s))ds,t =0, is a P-martingale }
(3.89)

Let (v; : j € N) be a sequence of continuous functions defined on E with the
following properties:

(i) vo = 1;
(ii) |Jvj|,, <1 and v; belongs to D(L) for j > 1;
(iii) The linear span of v;, j = 0, is dense in C'(E*).

In addition let (fx : k € N) be a sequence in D(L) such that the linear span
of {(fx, Lfx) : k € N} is dense in the graph G(L) := {(f,Lf) : f € D(L)} of the

operator L. Moreover let (s; : j € N) be an enumeration of the set Q n [0, ).
The subset P’(£2) may be described as follows:

-NNN- NN 390

n=1k=1m=1(ji,..,jm41)eNT+1 0<sj; <...<sj, 4
€ P(Q) : inf max

{PeP@) s inf x| [,(x )P ~ 130
[ (nxtsi.n f LRCeas) T o, (XG50 a2
- (fk<X<sjm>> - [ e enas) T, o xGsi ae

It follows that P'(2) is a weakly closed subset of P(£2). In fact we shall prove
that, if for the operator L, the martingale problem is uniquely solvable, then
the set P'(§2) is compact metrizable for the metric d (P, Ps) given by

APy Po) =D 2 Z

JH 279740, (X (s¢,)) d (Py —Py)|.

JEA

A

(3.91)
The following result should be compared to the comments in 6.7.4. of [133]. It
is noticed that in Proposition 3.41 below the uniqueness of the solutions to the
martingale problem is not used.

3.41. PROPOSITION. The set P'(2) supplied with the metric d defined in (5.91)
is a compact Hausdorff space.

ProoOF. Let (P, : n e N) be any sequence in P'(2). Let (P,, : € N) be
a subsequence with the property that for every m € N, for every m-tuple
(J1s- -+, Jm) in N™ and for every m-tuple (s;,,...,s;, )€ Q™ the limit

i [T o5 (X (s5) a2
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exists. We shall prove that for every m € N, for every m-tuple (ji,...,Jm) in
N and for every m-tuple (¢j,,...,t;,) € [0,00)™ the limit

Jim J H g, (X (t3,)) dPy, (3.92)

exists for all sequences (u; : j € N) in Cy(E). But then there exists, by Kol-
mogorov’s extension theorem, a probability measure P such that

elgg f Hk:l gy, ( Jk d]Pne f Hk 1 ujk ) dP (3'93)

for all m e N, for all (ji,...,jm) € N™ and for all (¢;,,...,t;,,) € [0,00)™. From
the description (3.89) of P'(Q2) it then readily follows that P is a member of
P'(§2). So the existence of the limit in (3.92) remains to be verified together
with the fact that D([0,0), E®) has full P-measure. Let ¢ be in Q. Since,
for every j € N, the process v;(X(s)) — v;(X(0)) — §; Lv;(X(0))do, s = 0, is a
martingale for the measures PP,,,, we infer

f J Lvj(X(s))dsdP,, = ij (X(t))dP,, — ij(X(O))dIP’W.

and hence the limit lim, o, { § Lv; (X (s))dsdP,, exists.

EXPERIENCE THE POV
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Next let ¢y be in [0,00). Again using the martingale property we see

[ o xtana, -y
_ J (f Lu; (X(s)) ds) d(Py, — Py + fvj(X(O))d (P,, — P,

0

_ J ( J Lo, (X(s))ds) d(Py, —P,,), (3.94)

to

where ¢ is any number in Q n [0, 00). From (3.94) we infer

[ ot a, -,

t
[ ([ 2o ceenas) a, —p) +| [ oxonae, - 2.
+ 2t —to| [ Ly, - (3.95)
If we let ¢ and k tend to infinity, we obtain

| o cx oy, -2

Consequently for every s > 0 the limit limy o {v; (X(s)) dP,, exists. The

inequality
fvj(X(t))dP —f (X (L)) dP,,| = UJ Lv; (X (s)) dsdP,,

to
< [t = to [ L]

<

lim sup
£,k—0

<2lt—tol | Lusl,.  (3.96)

shows that the functions ¢ — lim, ., §v; (X(¢))dP,,, j € N, are continuous.
Since the linear span of (v; : 7 = 1) is dense in Cy(E), it follows that for
v e Cy(FE) and for every ¢ = 0 the limit

te lim [ v (X(8)) dP, (3.97)

exists and that this limit, as a function of ¢, is continuous. The following step
consists in proving that for every ¢y € [0, 0) the equality

lim lim supf v (X(t)) —v; (X (L)) dP,, =0 (3.98)
l=to o0

holds. For ¢ > s the following (in-)equalities are valid:

(J1es cxen = s ox |dm) < [y (X0 — 0y ()P s,
J]v] |dIP’W J\v] |dIP’w

— 2Re f( (X (1) = v;(X(5))) 75 (X (s))dPy,

f|Uj | dPp, — f|vj | dPp,
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_ 9Re J ( J Ly (X (o ))da>— (X (s))dPy,

< [ X 2o, = [0, DL By + 20— 9) L0l (399

Hence (3.97) together with (3.99) implies (3.93). By (3.93), we may apply
Kolmogorov’s theorem to prove that there exists a probability measure P on
Q= (E?)%) with the property that

f H v (X (s5,))dP = 61523 J H vj, (X (s5,))dPy,, (3.100)

holds for all m € N and for all (sj,,...,s;,) € [0,00)™. It then also follows that
the equality in (3.100) is also valid for all m-tuples f1,..., f,, in C(E®) instead
of vj,,...,v;,. Thisis true because the linear span of the sequence (v; : j € N) is
dense in C’(EA) In addition we conclude that the processes f(X(t))—f(X(0))—
So Lf(X(s))ds, t = 0, f € D(L) are P-martingales. We still have to show
that D([0, o) ,EA) has P-measure 1. From (3.98) it essentially follows that
set of w e (E2)1%%) for which the left and right hand limits exist in E* has
7full” P-measure. First let f > 0 be in Cy(£). Then the process [Gyf](t) :=
E (§ e f(X(0))do | F;) is a P-supermartingale with respect to the filtration
{F; - t = 0}. It follows that the limits lim, [G f] (¢) and lim, ., [GAf] (t) both
exist P-almost surely for all tg = 0 and for all f € Cy(E). In particular these
limits exist P-almost surely for all f € D(L). By the martingale property it
follows that, for f e D(L),

[F(X (1) =AM [GAf] ()] = AME (fo e (f(X(0)) = f(X(1) do | Cﬂ)

_ reME (f e ( L L f(X(s))ds) do | 33)‘

o0
<N [ = 0 1Lf] do = XL,
t

Consequently, we may conclude that, for all s, ¢t > 0,

[F(X(®) = F(X ()] < 207V Lf o + MM [Gaf] (1) = Ae™ [Gaf] ()]

and hence that the limits lim,, f(X(¢)) and lims f(X (¢)) exist P-almost surely
for all f e D(L). By separability and density of D(L) it follows that the limits
limy s X (¢) and limgs X (¢) exist P-almost surely for all s > 0. Put Z(s)(w) =
limys teq X (£)(w), t = 0. Then, for P-almost all w and for all s > 0, Z(s)(w) is
well-defined, possesses left limits and is right continuous. In addition we have

E(f(Z(s)g(s) = E(f(X(s+))g(X(s))) = ImE (f(X(t))9(X(s)))
= E(f(X(s))g(X(s))),for all f, ge Co(E)

and for all s > 0: see (3.98). But then we may conclude that X(s) = Z(s) P-
almost surely for all s > 0. Hence we may replace X with Z and consequently
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(see the arguments in the proof of Theorem 9.4. of Blumenthal and Getoor
[[20], p. 49])

P (we Q' :w is right continuous and has left limits in EA) = 1.
Fix s > t. We are going to show that the set of paths w € (E*)I%%) for which
w(s) = X(s)(w) belongs to E and for which, w(t—) = lim;; X(7)(w) = A
possesses P-measure 0. It suffices to prove that, for f € Co(E), 1 = f(x) > 0
for all x € F fixed, the following integral equalities hold:

E[f(X(s)), f(X(t=)) = 0] = ff(X(S))l{f=0}(X(t—)) dP = 0.
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This can be achieved as follows. From the (in-)equalities

E (f(X(s)). S(X() = 0)
— Jim B (F(X(s)) (1 - (X 0)"))
— Tim B (£(X(s)) (1 - f(X())""))

. 1
JﬁE( f JE @) los 775 <t>>d“>

. 1/n . 1
- [ E <f(X(8))f(X(t)) % 7777 ) 40
. 1/n - 1
=t [ (5B (UK O) Yow S ) o
+ lim 1/nIE (f(X(s))f(X(t))”log ! )da
) FOX(0)

1
<J‘

E( <X<s>>f<x<t>>ﬂog#)

630)
1
( ®)° 1OgﬂX(t))) 1o
4 B, (f(X()), FX(8) = 0),

we conclude that

E (f(X(s)), f(X(#) = 0) = lim E (f(X(s)) (1 = f(X(1))""))

< Ll E (f(X(S))f(X(t>>”0g m)

“E., (f(X<S))f(X(t))" log

f(;(t)))‘dg

belongs to Cy(E) for every o > 0, we

1
Since the function = — f(z)? log e
T
obtain upon letting ¢ tend to oo, that E (f(X(s)), f(X(t)) =0) = 0, where
s > t. To see this apply Scheffé’s theorem (see e.g. Bauer [[10], Corollary

2.125. p. 105]) to the sequence o — B, ( FX ()X ) g (); (t))).

From description (3.90), it then follows that P belongs to P’(2): it is also clear
that the limits in (3.92) exist. O

3.42. PROPOSITION. Suppose that for every x € E the martingale problem is
uniquely solvable. Define the map F : P'(Q) — E* by F(P) = x, where P €
P'(Q) is such that P(X(0) = z) = 1. Also notice that F(Pp) = A. Then
F is a homeomorphism from P'(Q) onto E®. In fact it follows that for every
u € Co(E) and for every s = 0, the function x — E,(u(X(s)) belongs to Cy(E).

PROOF. Since the martingale problem is uniquely solvable for every x € E
the map F' is a one-to-one map from the compact metric Hausdorff space P’()
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onto E* (see Proposition 3.41). Let for x € E the probability P, be the unique
solution to the martingale problem:

(i) For every f € D(L) the process f(X(t)) — f(X(0)) — Sé Lf(X(s))ds,
t >0, is a P,-martingale;

(i) Po(X(0) = z) = 1.

Then, by definition F(P,) = z, x € E, and F(PAr) = A. Moreover, since
for every x € E the martingale problem is uniquely solvable we see P'(Q) =
{IP’I [T € EA}. Let (7, : £ € N) be a sequence in £ with the property that
limy—0 d (Py,,P) = 0 for some x € E*. Then limy o |vj (z,) — vj(x)| = 0, for
all j € N, where, as above, the span of the sequence (v; : j € N) is dense in
C (EA). It follows that limy_., 2y = = in E®. Consequently the mapping F'
is continuous. Since F' is a continuous bijective map from one compact metric
Hausdorff space P'(£2) onto another such space E©, its inverse is continuous as
well. Among others this implies that, for every s € Q n [0,00) and for every
j = 1, the function = — {v; (X(s)) dP, belongs to Co(E). Since the linear span
of the sequence (v; : j > 1) is dense in Cy(F) it also follows that for every
v € Cy(E), the function z — (v (X(s)) dP, belongs to Cy(E). Next let so = 0
be arbitrary. For every j > 1 and every s € Q n [0,0), s > 59, we have by the
martingale property:

sup [E (v;(X (s))) — Ex (v;(X(s50)))[ = sup r B (Lv; (X(0))) do

xeFR el |Jsg

< (s — s0) | Lv; |, - (3.101)

Consequently, for every s € [0,00), the function z — E, (v; (X(s))), j = 1,
belongs to Cy(FE). It follows that, for every v € Cy(E) and every s = 0, the
function z — E, (v(X(s))) belongs to Cy(E). This proves Proposition 3.42. [

The proof of the following proposition may be copied from Ikeda and Watanabe

[61], Theorem 5.1. p. 205.

3.43. PROPOSITION. Suppose that for every x € E® the martingale problem:
(i) For every f € D(L) the process f(X(t)) — f(X(0)) — Sé Lf(X(s))ds,

t =0, is a P-martingale;

(i) P(X(0) =) = 1,

has a unique solution P = P,. Then the process
{(,F,P,),(X(t):t=0),(th:t=0),(F,E)}

15 a strong Markov process.

PRroOF. Fix x € E and let T be a stopping time and choose a realization of
A—E,[1ly007r | Fr], Aed.
Fix any w € Q for which
A Qu(A) :=E,[14097 | Fr] (w),
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is defined for all A € F. Here, by definition, y = w(7T'(w)). Notice that, sice the
space F is a topological Hausdorff space that satisfies the second countability
axiom, this construction can be performed for P,-almost all w. Let f be in D(L)
and fix t, > t; = 0. Moreover fix C € F;,. Then 9;'(C) is a member of F;, ;7.

Put My(t) = f(X(t)) — F(X(0)) = §g Lf(X(s))ds, t = 0. We have
Ey (My(t2)1c) = B, (My(t1)1c) - (3.102)
We also have

f(ﬂX®DﬂX®DJ

0

t

I f(X(s))ds) 1cdQ, (3.103)

_E, <f (Xt + 1)~ FX(D) - | CLF(X(s +T>>ds) leodr] ffT] @)
— [ (st - oy - [

T

LF (X(3)) ds) (10.09r) | 51 ()

~ . B (5t 1) - sexan - [ i) as) 93]

T

leoOr | ?T} (w).
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By Doob’s optional sampling theorem, the process
t+T

fuu+T»—ﬂX@»—j Lf (X(s)) ds

T

is a P,-martingale with respect to the fields F;.r, ¢ = 0. So from (3.103) we
obtain:

f(ﬂxw»—ﬂxw»—f

0

2 Lf(X(s))ds) lcd@,

t1+T

=;{(HXW+T»—ﬂX@»—J

T

LﬂX@»w)mOmw%}w>

t

- [ (s - soxon - [ Lrexenas) teda, (3.104)

It follows that, for f € D(L), the process My(t) is a P,- as well as a Q-
martingale. Since P,[X (0) = y] = 1 and since

Qy(X(0) = y) = B¢ [Lix(0)=y} © V7 | Fr] (w)
= EI [1{X(T):y} | ?T] (w) = 1{X(T):y}(w) = 1, (3105)
we conclude that the probabilities P, and @), are the same. Equality (3.105)
follows, because, by definition, y = X(T')(w) = w(T'(w)). Since P, = @, it then
follows that
PX(T)(w)<A> = Em [1A O 19T | StT] (w), A e J.

Or putting it differently:

]Px(T)<A) ZEx [1AO79T ’ :_TFT], Ae . (3106)
However, this is exactly the strong Markov property and completes the proof of
Proposition 3.43. O

The following proposition can be proved in the same manner as Theorem 5.1
Corollary in Tkeda and Watanabe [61], p. 206.

3.44. PROPOSITION. If an operator L generates a Feller semigroup, then the
martingale problem is uniquely solvable for L.

PROOF. Let {P(t) : t = 0} be the Feller semigroup generated by L and let
{(,TF,P),(X(t):t=0),W :t=0),(E,E)}

be the associated strong Markov process (see Theorem 3.37). If f belongs to
D(L), then the process M¢(t) := f(X(t)) — f(X(0)) — Sé Lf(X(s))ds, t>=0,is
a P,-martingale for all x € E. This can be seen as follows. Fix t5 > t; > 0.
Then

B, [M(ta) | Fu]

= M;(t) + E, <<f(X(t2)) - F Lf(X(s))dS> | 3%1) — [(X(t))

t1

= 0ty + B (50—t 0 [T 700+ )i ) (53

0
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— f(X(t))

(Markov property)

==ﬂ@(h)+4Exm>(f@YUz—tﬁ)—-fz_lLfLYQﬁﬁ%)-—f@XUdD-(310ﬂ

0

Next we compute, for y € F and s > 0, the quantity:

g, (70¢9) - [ Lrxoas) - 10
= [POAG) - | POE Wi - 1

0

~ (PO - | P 0 1

= [P(s)f1 () = ([P(s)f1 () — [P(0)f] (y)) — f(y) = 0. (3.108)

Hence from (3.107) and (3.108) it follows that the process My (t), ¢t = 0, is
a P,-martingale. Next we shall prove the uniqueness of the solutions of the
martingale problem associated to the operator L. Let P.L and P2 be solutions
"starting” in x € E. We have to show that these probabilities coincide. Let f
belong to D(L) and let T be a stopping time. Then, via partial integration, we
infer

A[Cer ey~ | " Lpx PR fat 4 FX(D)

T

A LOO e~ M {f(X(t +T)) — JHT Lf(X(T))dT} dt

T

A foo e MF(X(t+T))dt — X ro e M f Lf(X(r+T))drdt

0

Q0 ©0] Q0
= Af e MF(X(t+T))dt — )\f U e—Mdt> Lf(X(t+T))dr
OO0 0 T
_ f eI — L) f] (X (¢ + T))dt. (3.109)
0
From Doob’s optional sampling theorem together with (3.109) we obtain:

[ e Or - nirxe s ) |90 - gxr)

0

= )\J; e ME! { (f(X(t + 7)) — J
—0

rt+T

LI(X (7))dr - f<X<T>>) | s"T} it

T

o0

)\J; e ME2 { (f(X(t+ 7)) - |

e MEZ (M — L) f(X(t+T)) | Fr)dt — f(X(T)). (3.110)

0

rt+T

LI(X (7))dr - f<X<T>>) | s"T} it

T
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Next we set

[ROf] (z) = L TN PW ] (@)dt, e B, A= 0, feCo(E).  (3.111)

Then
M —L)RN)f=f, feCy(E), RN\ —L)f=f, feD(L). (3.112)

Among other things we see that R(A\ — L) = Cy(E), A > 0. From (3.110) it
then follows that, for g € Cy(E),

0

| e MEL (g(X (1 1 T)) | F) di = [ e trwax

0 0

=Jw e ME2 (g(X(t+T)) | Fr)dt. (3.113)

0
Since Laplace transforms are unique, since g belongs to Cy(F) and since paths
are right continuous, we conclude

E, (9(X(t+T)) | Fr) = [P()g)(X(T)) = EL (9(X(t+ 1)) | Fr),  (3.114)

whenever g belongs to Cy(FE), whenever ¢ > 0 and whenever T is a stopping
time. The first equality in (3.114) holds P.-almost surely and the second P2-
almost surely. As in Theorem 3.36 it then follows that

([T, o)) =2 (T, £(X @) (3.115)

forn =1,2,... and for fi,..., f, in Co(E). But then the probabilities P! and
P2 are the same. This proves Proposition 3.44. (]
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The theorem we want to prove reads as follows.

3.45. THEOREM. Let L be a linear operator with domain D(L) and range R(L)
in Co(E). Let Q be the path space Q = D ([0,%0) , E®). The following assertions
are equivalent:

(i) The operator L is closable and its closure generates a Feller semigroup;
(ii) The operator L solves the martingale problem maximally and its domain
D(L) is dense in Cy(E);
(iii) The operator L wverifies the maximum principle, its domain D(L) is
dense in Co(E) and there exists Ao > 0 such that the range R (Aol — L)
is dense in Co(E).

3.46. REMARK. The hard part in (iii) is usually the range property: there exists
Ao > 0 such that the range R (Aol — L) is dense in Cy(E). The theorem also
shows, in conjunction with the results on Feller semigroups and Markov pro-
cesses, the relations which exist between the unique solvability of the martingale
problem, the strong Markov property and densely defined operators verifying
the maximum principle together with the range property. However if L is in fact
a second order differential operator, then we want to read of the range property
from the coefficients. There do exist results in this direction. The interested
reader is referred to the literature: Stroock and Varadhan [133] and also Tkeda
and Watanabe [61].

In what follows we shall assume that the equivalence of (i) and (iii) already has
been established. A proof can be found in [141], Theorem 2.2., p.14. In the
proof of (ii) = (i) we shall use this result. We shall also show the implication

(i) = (ii).

PROOF. (ii) = (i). Let, for x € E, the probability P, be the unique solution
of the martingale problem associated to the operator L. From Proposition 3.43
it follows that the process {(Q2, F,P,),(X(t):t=0),(0;:t=>0),(E, &)} is a
strong Markov process. Define the operators {P(t) : t > } as follows:

[P)f](z) = Ex (f(X(1)), [eCo(E) ¢ (3.116)
We also define the operators {R(\) : A > 0} as follows:

(RO f](z) = f e MP(H)f](x)dt, feCo(E), > 0. (3.117)

0
From Proposition 3.42 it follows that the operators P(t) leave Cy(E) invariant
and hence we also have R(X\)Cy(E) < Cy(F). From the Markov property it fol-
lows that {P(t) : t = 0} is a Feller semigroup and that the family {R()\) : A > 0}
is a resolvent family in the sense that

P(s+1t)=P(s)o P(t), s, t=0, (3.118)
R(X2) — R(A\1) = (M — A2) R(A1) o R(N2), A1, A2 > 0. (3.119)

For A > 0 fixed the operator L is defined in Cy(E) as follows:
L:R\f—ARNf—Ff [feColE). (3.120)

Download free eBooks at bookboon.com



~ ~

Here the domain D(L) is given by D(L) = {R(\)f : f € Co(E)}. The operator
L is well-defined. For, if f; and f, in Cy(E) are such that R(A)f, = R(A)f2, then
by the resolvent property (3.119) we see uR(p) fi1 = pR(p)fo, p > 0. Let u tend
o0, to obtain f; = f;. Since the operator R(\) is continuous, the operator L is

closed. Next we shall prove that L is an extension of L. By partial integration,
it follows that, for f € D(L),

L - roxon - [ LI ()ar
oA e { (o) = sxo) - [ Lrx(epar as

0
t

_ M FX(E) — F(X(0)) + J MO - D) f(X(s))ds.  (3.121)

0
As a consequence upon applying (3.121) once more, the processes

{e‘“f(X(t)) - rexon + |

0

t

e M\ — L) f(X(s))ds : t = 0} , feD(L),

(3.122)
are P,-martingales for all x € . Here we employ the fact that the processes

{f(X(t)) — X)) — [ LA (s)ds 1> o} . feD(L),

are P,-martingales. This is part of assertion (ii). From assertion (3.122) it
follows that

0=E, (e‘”f(X(t))—f(X(O)H f e‘*S(M—L)f(X(s))dS), feD(L).

0
(3.123)
Let ¢ tend to infinity in (3.123) to obtain

0= —E, (F(X(0))) + f e E, (M — L)f(X(s))ds, feD(L). (3.124)

From (3.124) we obtain f(z) = § e **[P(s)(A — L)f] (z)ds, f € D(L). Or
writing this differently f = R(A)(A — L)f, f € D(L). Let f belong to D(L).

Then f = R(\)g, with ¢ = (M — L) f and hence f belongs to D(L). Moreover
we see

Lf =L(R(\g) = A\R(\g—g =X —(\f—Lf) = Lf. (3.125)

It follows that L is a closed linear extension of L. In addition we have R(A —
L) = Cy(E). We shall show that the operator L verifies the maximum principle.
This can be achieved as follows. Let f in Cy(E) be such that, for some zy € E,

Re (R(A)f)(zo) = sup {Re R(A\)f(z):x e E} > 0. (3.126)

Then Re (R(A)f)(zo) = Re R(A)f(X(t)), t = 0, and hence

Re (R(A\)f)(xo) = Re L e MEx (f(X(s)ds, t=0. (3.127)
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So that, upon employing the Markov property, we obtain for ¢ > 0:

09]

Re (ROV)/)(x0) = Re fo e E,, (Ex (F(X(s)))) ds
= Re Eq, ([R(A)f](X(?)). (3.128)
Hence, for u > 0, we obtain

1 o _ut
LRe (RO (eo) = j e M Re R(N) f (o) dt

> e fow ¢ ME,, (RO (X (1)) dt
= Re R(u) R(A) f (o)

(resolvent equation (3.119)

= Re

R(A) f (o) — R(p) f (o)

= A '
Consequently: [ARe R(A)f] (zo) < Re [uR(p)f](x0), ¢ > A. Let p tend to
infinity, use right continuity of paths and the continuity of f to infer

Re LR(N) f(x0) = Re {AR(A)f(z0) — f(z0)} < 0. (3.130)

(3.129)
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This proves that L verifies the maximum principle. Employing the implication
(i) = (i) in Theorem 3.45 yields that L is the generator of a Feller semigroup.
From Proposition 3.44 it then follows that for L the martingale problem is
uniquely solvable. Since L solves the martingale problem maximally and since
L extends L, it follows that L= L, the closure of L. Consequently the operator
L is closable and its closure generates a Feller semigroup.

(i) = (ii) Let the closure of L, L, be the generator of a Feller semigroup.
From Proposition 3.44 it follows that for L the martingale problem is uniquely
solvable. Hence this is true for L. We still have to prove that L is maximal with
respect to this property. Let L; be any closed linear extension of L for which
the martingale problem is uniquely solvable. Define 2}\1 in the same fashion as
in the proof of the implication (ii) = (i), with L, replacing L. Then L, is a
closed linear operator, which extends L;. So that Ly extends L. As in the proof
of the implication (i) = (i) it also follows that L; generates a Feller semigroup.
Since, by (i), the closure of L, also generates a Feller semigroup, we conclude by
uniqueness of generators, that L = L1 Since L1 oL, =1L 2L 2L, it follows
that the closure of L coincides with L;. This proves the max1mahty property
of L, and so the proof of Theorem 3.45 is complete. 0

In fact a careful analysis of the proof of Theorem 3.45 shows the following result.

3.47. PROPOSITION. Let L be a densely defined operator for which the martin-
gale problem is uniquely solvable, and which is maximal for this property. Then
there exists a unique closed linear extension Ly of L, which is the generator of
a Feller semigroup.

PROOF. Existence. Let {P, : x € E'} be the solution for L, and assume that
for all f € Co(E) the function x — [P(t)f] (z) belongs to Co(FE) for all ¢t = 0.
Here P(t)f(x) is defined by

[P()f](x) = Ex (f(X(®))), [RA)f](x) = JOO e [P(s) ] (x)ds,

0
Lo(RA)f) == AR\ f = f,  feCo(E).

Heret > 0 and A > 0 is fixed. Then, as follows from the proof of Theorem 3.45,

the operator Ly generates a Feller semigroup.

Uniqueness. Let L; and Ly be closed linear extensions of L, which both generate
Feller semigroups. Let
{(,F,Py), (X(t) : t=0), (9 :t>0),(E &)}
respectively
{(F,P2),(X(t): t=0),(9 : t=0),(E, &)}
be the corresponding Markov processes. For every f € D(L), the process

FX() = f(X(0)) = §, LF(X(s))ds, t = 0, is a martingale with respect to P!
as well as with respect to P2. Uniqueness implies PL = P2 and hence L; = L.

The proof of Proposition 3.47 is complete now. U
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3.48. COROLLARY. Let L be a densely defined linear operator with domain D(L)
and range R(L) in Co(E). The following assertions are equivalent:

(i) Some extension of L generates a Feller semigroup.

(i) For some extension of L the martingale problem is uniquely solvable for
every x € E.

PROOF. (i) = (ii). Let Ly be an extension of L that generates a Feller semi-
group. Let {(Q,F,P,),(X(t):t=0),(W;:t=0),(E,E)} be the corresponding
Markov process. For x € E the probability P, is the unique solution for the
martingale problem starting in x.

(ii) = (i). Let Ly be an extension of L for which the martingale problem is
uniquely solvable for every z € E. Also suppose that Lg is maximal for this
property. Let {IP, : € E} be the unique solution of the corresponding martin-
gale problem. Define the operators P(t), t = 0, by [P(t)f] (x) = E, (f(X(1))),
f € Co(F). From the proof of Theorem 3.45 it follows that {P(¢) : ¢t > 0} is a
Feller semigroup with generator L.

This completes the proof of Corollary 3.48. OJ

3.49. EXaAMPLE. Let Ly be an unbounded generator of a Feller semigroup in
Co(E) and let py and vy, 1 < k < n, be finite (signed) Borel measures on E.
Define the operator L;; as follows:

D(tgs) = (V{1 € DL [ Lafas =~ [ fam

k=1

Lasf =Lof, feD(Laz).

Then the martingale problem is uniquely solvable for L. In fact let
{(,F,P),(X(t):t=0),(0:t=0),(FE,E)}

be the strong Markov process associated to the Feller semigroup generated by
Ly. Then P = P, solves the martingale problem

(a) For every f e D(L; ) the process

is a P-martingale;
(b) P(X(0) = z) =1,

uniquely. This can be seen as follows. We may and do suppose that the func-
tionals f — Lo fduy — § fdvg, f € D(Ly), 1 < k < n, are linearly independent.
If some py belongs to D (L), then D (Lzz) is not dense and if none of the
measures py, belongs to D (L), then D (Lz ) is dense in Cy(E). In either case
there exists a unique extension, in fact Ly, of Lz 7 which generates a Feller semi-
group. Therefore we choose functions u; € D(Lp), 1 < k < n, in such a way
that § Lourdpe — S urdvy = i, 1 < k, € < n. Suppose that PL and P2 are prob-
abilities, that start in «, with the property that for all f € D (L) the process
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t— f(X(1) — f(X(0) = §, Lof(X(s))ds is a PL- as well as a P2-martingale.
As in (3.110) we see that for all f e D(Ly) (vg = (A — Lo) ug, 1 < k < n):

flz) — Zn] (J Lo fdpy, — devk) up(x) (3.131)

k=1

LOO e ML <(M — Ly) (f —; (J Lofduy — ffdyk) uk> (X(s))) ds
LOO e M2 <(>\I — Lo) (f —kznll <J Lofduy — deuk) uk> (X(s)))
RO\ ;

Write f = (M — Lg) ' g =

_ zn: (J Ag — g) dpk — JR(A)ngO up(z) (3.132)

ds.

)g. From (3.131) we obtain

_AS]El [g Z <f ANg—g)dug — fR(A)ngk> Uk(X(S))] ds
—ASEQ [g Z (J g _ g) dpy, — JR()\)gdyk) vk(X(S))] ds.
Put F(\) = (F1(\), ..., Fo(\) and put U(A) = (ur,e(N)), where, for 1 < k < n,
() = : e (Ei« (AT = Lo)ur(X(s))] — E [(AT — Lo)ur(X(s))]) ds,

and where ug, 1 < k, £ < n, is given by
Upe(N) = J)\R()\)W dpy, — de,uk — JR(A)W dvy,.

Since (3.132) is valid for all g € Cy(E), it follows that F(\) = UN)F (A).
Since, in addition limy_,, U(A) = 0, we see Fr(A) = 0 for all A > 0 and
for 1 < k < n. So that §) e ™EL (up(X(s))) ds = { e ™E2 [ur(X(s))] ds
for all A > 0 and for all 1 < & < n. Again an application of (3.132) yields
E!l [¢(X(s))] = E2[g(X(s))] for all g € Cy(E). Since these arguments are valid
for any x € E, we conclude just as in Proposition 2.9 and its Corollary on page
206 of Tkeda and Watanabe [61]), that P. = P2 = P,, x € E, In particular
o e take B = [0,1], Lof = Lf", D(Ly) = {f € C2[0,1] : £/(0) = f'(1) = 0},

—S 17(s)ds, v, = 0,0 < ap. < B < 1,1 < k <n. Then L generates
the Feller semlgroup of reflected Brownian motion: see Liggett [86], Example
5.8., p. 45. For the operator L;; the martingale problem is uniquely (but not
maximally uniquely) solvable. However it does not generate a Feller semigroup.
The previous arguments do not seem to be entirely correct. It ought to be
replaced with some results in Section 10 (e.g. Theorem 3.110).

Problem. We want to close this section with the following question. Suppose

that the operator L possesses a unique extension L, that generates a Feller
semigroup. Is it true that for L the martingale problem is uniquely solvable?
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In general the answer is no, but if we require that L solves the martingale
problem maximally, then the answer is yes, provided as sample space we take
the Skorohod space. This result is proved in Theorem 3.45.

For the time being we will not pursue the Markov property. However, we will
continue with Brownian motion and stochastic integrals. First we give the
definition of some interesting processes.
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4. Martingales, submartingales, supermartingales and
semimartingales

Let (€2, F,P) be a probability space and let {F; : t > 0} be an increasing family
of o-fields in F. If necessary we suppose that the filtration {F; : ¢t > 0} is right
continuous, i.e. F; = (,., Fs, or complete in the sense that, for every ¢ > 0,
the o-field F; contains all A € F, with P(A) = 0.

Let {H(t) : t = 0} be a collection of R-valued functions defined on 2. Such a
family is called a (real-valued) process.

3.50. DEFINITION. The following processes and o-fields will play a role in the
sequel.

(a) The process {H (t) : t = 0} is said to be adapted or non-anticipating if,
for every ¢t > 0, the variable H () is measurable with respect to F;.

(b1 The symbol A denotes the o-field (= o-algebra) of subsets of [0, o) x £,
which is generated by the adapted processes which are right-continuous
and which possess left limits. These are the so-called cadlag processes.

(b2) The process {H(t) : t = 0} is said to be optional if the function (¢,w) —
H(t,w) is measurable with respect to A.

(c1) The symbol IT denotes the o-field of subsets of [0,00) x €, which is
generated by the adapted processes which are left-continuous adapted
processes.

(c2) The process {H(t) :t >0} is said to be predictable if the function
(t,w) — H(t,w) is measurable with respect to II.

3.51. PROPOSITION. The collection {(a,b] x A: 0 < a <b, AeF,} generates the
o-field 1I.

PROOF. Let A belong to F,. The variable w — 1(4](5)14(w) is measurable
with respect to F; and the function s — 1¢,4(s)1a(w) is left continuous. This
proves that (a,b] x A belongs to II.

Conversely let F' be adapted and left continuous. Put
0
F.(s,w) = Zk:O F (27", w) Lga-n (k41)2-n1(s) = F (([2"s] = 1) 27", w) .

Then, by left continuity, lim,, . F,(s,w) = F(s,w), P-almost surely. Moreover
the processes {F,(t) : t = 0} are adapted and are measurable with respect to
the o-field generated by {(a,b] x A:0 < a < b, Ae F,}. All this completes the
proof of Proposition 3.51. O

3.52. REMARK. Since 1(q3)(s) x 1a(w) = lm 1[4, 4,)(5)1a(w), where a,, | a and
n—0o0
where b, | b, it follows that Il € A. Here we employ Proposition 3.51.

3.53. DEFINITION. Let {X(t) : ¢t = 0} be an adapted process.

(a) The family {X(¢) : ¢ = 0} is a martingale if E (| X (¢)|) < oo, t = 0, and
if, for every t > s > 0, E (X (¢) | F5) = X (s), P-almost surely.
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(b) The family {X(¢) : ¢ = 0} is a submartingale if E (| X (¢)|) < o, t = 0,
and if, for every t > s > 0, E (X (t) | F5) = X (s), P-almost surely.

(c) The family {X (¢) : t = 0} is a supermartingale if E (|X (¢)|) < oo, t = 0,
and if, for every t > s > 0, E (X (t) | F5) < X (s), P-almost surely.

(d) It is P-almost surely of finite variation (on [0, ¢]) if

sup {2;1 IX(8) = X(t0)| : 0<to <t <...<t,< oo} < o,

(sup {Z; X () = X(to1)| : 0<tog <ty <...<ty< t} < oo,>

P-almost surely.

(e) It is a local martingale if there exists an increasing sequence of stopping
times (7, : n € N) for which lim,,_,,, 7;, = o0, P-almost surely, and for
which the processes

{(X(T,At): t=0}, n=12...

are martingales with respect to the filtration {Fr, ., : t = 0}.

(f) Let T be a stopping time. The process {X (¢) : t = 0} is a local martin-
gale on [0,7") if there exists a sequence of stopping times (7}, : n € N)
which is increasing for which lim,, .., T;, = T', P-almost surely, and for
which the processes {X (T, At): t >0}, n = 1,2,... are martingales
with respect to the filtration {Fp, .+ : t = 0}.

(g) The definition of “local submartingale”, “local supermartingale” and
“being locally P-almost surely of finite variation” are now self-explan-
atory.

(h) The process {X(t) : t = 0} is called a semi-martingale if it can be writ-
ten in the form X (t) = M(t) + A(t), where {M(t) : t = 0} is a mar-
tingale and where {A(t) : ¢ = 0} is an adapted process which is finite
variation, P-almost surely, on [0,¢] for every ¢t > 0, and for which
E|A(t)] < o0, t = 0.

(i) The process {X(t) : t = 0} is of class (DL) if for every ¢ > 0 the family

{X(7): 0 <7<t 7is a(F;)-stopping time}
is uniformly integrable.

3.54. REMARK. Let {X(¢) :t > 0} be a semi-martingale. The decomposition
X(t) = M(t) + A(t), where {M(t) : t = 0} is a martingale and where for every
t > 0 the process {A(t) : t = 0} is P-almost surely of finite variation and where
{A(t) : t = 0} is predictable and right continuous P-almost surely is unique,
provided A(0) = 0, P-almost surely. This follows from the fact that a right-
continuous martingale which is predictable and of finite variation is necessarily
constant: this is a consequence of the uniqueness part of the Doob-Meyer de-
composition: see Theorem 1.24. A proof of the Doob-Meyer decomposition
theorem may start as follows. Put

X,(t) =E [X (%ﬂ ‘ 31] and (3.133)

At = A0+ Y E[X <k2+j >—X(§) ]fszj],

0<k<29t
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and prove M;(t) := X;(t) — A;(t) is a martingale. Then let j — oo to obtain:
X(t) = M(t) + A(t), where M(t) = lim; o, M;(t) and A(t) = lim; o, A;().

3.55. REMARK. An F;-martingale {M(t) : ¢ = 0} is of class (DL), an increasing
adapted process {A(t) : t = 0} in L}(Q2, F,P) is of class (DL) and hence the sum

(M(t) + A(t) : t = 0}

is of class (DL). If {X(¢) : t = 0} is a submartingale and if 4 is a real number,
then the process {max (X (t), ) : t = 0} is a submartingale of class (DL). Pro-
cesses of class (DL) are important in the Doob-Meyer decomposition theorem.

We continue with some examples of martingales, submartingales and the like.

3.56. EXAMPLE. Let T : 2 — [0, 0] be a stopping time. Since T is a stopping
time and since the process {1{T<t} it = O} is left continuous, it is predictable.
It follows that the process {1{T>t} it = O} is predictable as well.

3.57. EXAMPLE. Let [ be an open interval in R and let ¢ : I — (—00,0) be an
increasing convex function. If {X(¢) : ¢ = 0} is a submartingale with values in
I, then the process {¢(X(t)) : t = 0} is also a submartingale. For let t > s > 0.
Then by the Jensen inequality and the monotonicity of ¢ it follows that

Efp(X (1) [ Fs] 2 ¢ [E(X(t) | Fo)] = ¢ (X(s))

3.58. EXAMPLE. Let (B(t),Py) be one-dimensional Brownian motion starting
in 0. Then {B(¢) : t = 0} is a martingale. Since the definition of martingale also
makes sense for vector valued processes, we also see that an R”-valued Brownian
motion is a martingale.

3.59. EXAMPLE. Let (B(t),[Py) be R”-valued Brownian motion starting in 0.
The process {|B(z€)|2 — vt :t >0} is a martingale.

3.60. EXAMPLE. Let {X(¢),[P,} be a (strong) Markov process such that

E, [f(X(1)] = Jp(m,y)f(y)dm(y), f=0,

where the density p(t, z,y) verifies the Chapman-Kolmogorov identity:

p(s+t,x,y) = Jp(s, x, 2)p(t, z,y)dm(z).

The process {p(t — s, X(s),y) : 0 < s < t} is a martingale on [0,¢). For example
for X (t) we may take B(t), d-dimensional Brownian motion. Then

NS SR S i
p(tv 7y) pd(ta ay) (\/ﬁ)d p( o )

3.61. EXAMPLE. Let {X(¢) : ¢ > 0} be a right-continuous martingale and let T
be a stopping time. The process {X (T A t) : t = 0} is a martingale with respect
to {F; : t = 0} and also with respect to the filtration {Fr,.; : t = 0}.
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3.62. ExAMPLE. This is a standard example of a closed martingale, i.e. a
martingale which is written as conditional expectations on o-fields taken from
a filtration. Let Y be an random variable in L' (2, F,P). The process s —
E[Y | Fs], s = 0, is a martingale.

We want to insert an inequality on the second moment of a martingale. This is
a special case of the Burkholder-Davis-Gundy inequality.

3.63. PROPOSITION. Let {M(t) : t = 0} be a continuous martingale with M (0) =
0. Then
E (M(t)?) <E (M*(t)*) <4E (M(1)*).

.
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PROOF. Define for £ > 0 the stopping time T by
=inf{t>0: M*(t) = ¢}.

Then {M*(t) > &} < {Te <t} and {Tr <t} < {M*(t) > &} and hence, since
|M(t)| is a submartingale we obtain upon using Doob’s optional sampling
Q0

E (M*(t)?) _J P (M*(t)* > A) dA

0

(make the substitution \ = £2)

0

—2| P(MFE) > €)d Jg]P’T5<t)d§
0
)|

-2
= QLOOE(|M(T§ LTy < t)d€
)

(Doob’s optional sampling

2J E(|M(t)| : Te < t)dé
0

2wa MF(t) > €) de

2 (| M(t)| M*(2))

(Cauchy-Schwarz’ inequality)
<2 (E(M(1)*)" (B (M*(1)*)"*.

Consequently E (M*(t)?) < 4E (M (t)?). This completes the proof of Proposition
3.63. ]

3.64. REMARK. The method of works very well if E (M*(¢)?) is finite. If this
is not the case we may use a localization technique. The reader should provide
the details. Perhaps truncating is also possible.

5. Regularity properties of stochastic processes

In Theorem 3.18 we proved that Brownian motion possesses a continuous ver-

sion. We want to amplify this result. In fact we shall prove that Brownian

motion has Holder continuous paths of any order a < % This means that for
1

every a < 5 and for every a > 0, a € R, there exists a random variable C(b),

depending on Brownian motion such that for all 0 < s < ¢ < a, the inequality

[b(t) = b(s)| < C(b) [t — s[*

holds P-almost surely. This will be the content of Theorem 3.67 below. We
begin with a rather general result, due to Kolmogorov, for arbitrary stochastic
processes.
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3.65. THEOREM. Fliz a finite interval [a,b]. Let {X(s) : a < s < b} be a stochas-
tic process on the probability space (2, F,P). Suppose that there exist constants
K, r and p, such that 0 <r < p < oo and such that

E(|X(t) - X(s)]") < K|t —s|""" (3.134)

for all a < s,t <b. Fix 0 < o < r/p. Then there exists a random variable
C(X), which is finite P-almost surely, such that

X () — X(s)| < C(X) |t —s|° (3.135)

for all dyadic rational numbers s and t in the interval [a,b]. In particular it
follows that a process X = {X(s):a < s < b} verifying (3.134) has a Hélder
continuous version of order a, o < r/p.

PRrOOF. It suffices to prove (3.135), because the version problem can be
taken care of as in Theorem 3.18. Without loss of generality we may and do
suppose that a = 0 and that b = 1. Otherwise we consider the process Y defined
by Y(s) = X ((ap + s(bp — ap)), 0 < s < 1, where ay and by are dyadic rational
with ap < a and with b < by and where outside of the interval [a, b] the process
X is defined by X(t) = X(a), if ap <t < a, and X(¢) = X(b), if b <t < b.
Put €e = r — ap. Then

P(IX(t) = X(s)] = [t —s|") < [t —s| PE(X(t) - X(s)]") < K[t — s,
(3.136)

P <'X (k; 1) ~-X (2%)' > 2%) < K227 (3.137)

so that

Hence

- K
K 2 = T (3.138)

N

By the Borel-Cantelli lemma it follows that

P (O N {Oégg}n(_l X <k2+n1) X (;n)’ < 2—"‘1}) ~ 1. (3.139)

m=1n=m
Hence there exists a random integer v(X) with the following property: For
P-almost all w the inequality

<(50)-x(z)

is valid for n > v(X). Next let n > v(X) and let ¢ be a dyadic rational in the
interval [k27", (k + 1)27"]. Write ¢ = k27" + 37| 7,277/, each 7; equals 0 or

1. Then
vo-x(2)

<27 (3.140)

max
O<k<2m-1

i 1 1
S Z 2a(n+j) S 2a _ ] 2no¢' (3141)

7j=1
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Similarly we have, with ¢t = 27V N > n, (k+1)27" = 27N + D 17’2 N=g
7; equals 0 or 1,

k+1 UL 11 11
‘X(t)—X( >'<Z N S g igve S g Tgw  (3142)

Next let s and ¢ be dyadic rationale numbers with 0 < t — s < 27%(X). Take
n € Nwith 277! <t—s < 27" and pick k in such a way that k277! < s < (k+
12771 Then (k+1)2" ' <t =t—s+s < 2"+ (k+1)27"1 = (k+3)27" L.
It follows that, since ¢ belongs to [(k + 1)27"71 (k + 2)27"7!] or to the interval
[(k + 2)271 (k + 32771,

[ X(t) — X ()]
k+2 k+2 kE+1 k+1
< pro=x (55| (5) = () o (5) -
3 3
< 2—(n+1)o¢< — gl 14
5o 1 2a_1\t s| (3.143)

If1>t—s> 2" we choose k and ¢ € N in such a way that 2/(X) > ¢ > k > 0
and that 2277 < ¢ < (¢ + 1)277™) and k277X < s < (k +1)27%). Then

v ()|« Sl (559) - ()

oy () -

[ X(t) = X(s)] <

2 + 2v(X) 2 + 2”(X>
S 2 ——— 1t - 3.144
- sl (3144)
From (3.143) and (3.144) the result in Theorem 3.65 follows. 0

In order to apply the previous result to Brownian motion, we insert a general
equality for a Gaussian variable X.

3.66. PROPOSITION. Let X : 2 — R be a non-constant Gaussian variable. Then
its distribution is given by

1 1 |z —EX)]
P(X eB) = exp | —= dx
( ) (27 (X2 — (E (X)) JB " ( 2E(X?) - (E (X))2> )

and its moments E (|X —E(X)["), p > —1, are given by

E (X — E(X)]") = 20T ( 2p+ (\/E ))2))p. (3.146)
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Proor. Equality (3.145) follows from formula (3.8) and formula (3.146) is
proved by using (3.145). The formal arguments read (we write Y = X —E(X)):

Py _ 1 P 1oy
E(Y]") = Wﬁy’ exp (—ém) d

r 2 (% 1
= ( ]E(YZ)) —mf Y’ exp (—51/2) dy
0
p 22PT ip+1
— ( E(yz)) (#2)
The latter is the same as (3.146). O

3.67. THEOREM. Let {b(s):s = 0} be d-dimensional Brownian motion. This
process is P-almost surely Holder continuous of order a for any a < %
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PRroOF. It suffices to prove Theorem 3.67 for 1-dimensional Brownian mo-

1 1
tion. So suppose d = 1 and let a < 1/2. Choose p > 1 so large that o < 3 o

p
From inequality (3.146) in Proposition 3.66 with X = b(t) — b(s) we obtain
/2
E (|b(t) — b(s)[") = E(]b(t = $)I") = C, (E ([b(t — 5)*))"
= Cylt —s|"? = Cy |t — 5", (3.147)

where 7 = p/2 — 1 > pa. An application of Theorem 3.65 yields the desired
result. 0J

The following theorem says that Brownian motion is nowhere differentiable.

3.68. THEOREM. Fiz a > 1. Then with probability one, t — b(t) is nowhere

Holder continuous of order . More precisely

IP’( inf llimsup bt + 1) = b(m] = oo) = 1.

o<t<1 | 0 I

PROOF. For a proof we refer the reader to the literature; e.g. Simon [[121],
Theorem 5.4. p. 46]. O

In the theory of stochastic integration we will have a need for the following
lemma. The following lemma can also be proved by the strong law of large
numbers: see e.g. Smythe [123].

3.69. LEMMA. Let {b(s) : s = 0} be one-dimensional Brownian motion. Then,
P-almost surely, lim,,_, Zil_ol b ((k+1)27"t) — b (k27" = t.

PROOF. Put Ay, = |b((k+1)27"t) — b (k27"t)|*—27"¢. Then the variables
Apn, 0 <k <2"—1, are independent and have expectation 0. So that

on_1 2 gn_g on_1 ) 5
E <Z Am) = Y E(Ln)?= ) E (\b (27)]" - 2—"t>
k=0 k=0 k=0

—on (E b (27")[" = 2B [b (27 0) [P 27"t + 2*2%2) —2x 272 (3.148)

Tchebychev’s inequality gives
P Npn | >e| <2622

o on_1 2
2t?
Hence Z P ( Ak,n> > ¢ | < —. Thus we may apply the Borel-Cantelli
€
k=0

lemma to prove the claim in Lemma 3.69. 0

n=1

3.70. PROPOSITION. Brownian motion is nowhere of bounded variation.
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PROOF. Just as in the previous lemma we have that, for t > s > 0,

7}21010 221 b(s+ (k+1)27"(t—s)) —b(s+k27"(t —s)) ‘2 —(t—s) =0,
k=0

P-almost surely. Since Brownian paths are almost surely continuous it follows
that (for 6 > 0)
on_1
0<t—s< lim Z b (s + (k+ 1)27"(t — 8)) = b((s + k27"t — )"

n—ao0

< liminf max ’b (5 +(+1)27"(t—s)) —b((s+ 27"(t — 9))|

n—00 0<IL2"

2n1
X Z b(s+ (k+1)27"(t—s)) —b((s+k27"(t—s))|
k=0
< sup |b(cg) — b(07)| x variation of b on the interval [s,t].

s<o1,02<t,|o2—01|<d

The statement in the Proposition 3.70 now follows from the continuity of paths.
O

Next we will see how to transfer properties of discrete time semi-martingales
to continuous time semi-martingales. Most of the results in the remainder of
this section are taken from Bhattacharya and Waymire [15]. We begin with an
upcrossing inequality for a discrete time sub-martingale. Consider a sequence
{Z, : n € N} of real-valued random variables and sigma-fields ¥, < Fy < -- -,
such that, for every n € N, the variable Z,, is F,-measurable. An upcrossing of
an interval (a,b) by {Z,} is a passage to a value equal to or exceeding b from an
value equal to or below a at an earlier time. Define the random variables X,
n €N, by X,, = max (Z, — a,0). If the process {Z,} is a sub-martingale, then
so is the process {X,,}. The upcrossings of (0,b—a) by {X,,} are the upcrossings
of the interval (a,b) by {Z,}. We define the successive upcrossing times 7y,
keN, of {X,} as follows:

m=inf{n>1:X, = O};

ne =inf{n =>mn : X, = b—a};
Noks1 = inf {n =ngy. : X, = 0}
Nokv2 = inf {n = noypi1 : X, = b—a}.

Then every 7y is an {JF,}-stopping time. Fix N € N and put 7, = min (7, V).
Then every 7 is also a stopping time and 7, = N for k& > |N /2|, the largest
integer smaller than or equal to N/2. It follows that X,,, = Xy for k > [n/2]
and we also have np = k and so k < 7, < N. Let Uy(a,b) be the number of
upcrossings of (a, b) by the process {Z,} at time N. That means

Un(a,b) =sup{k = 1:1m9y < N} (3.149)

with the convention that the supremum over the empty set is 0. Notice that
Un(a,b) is also the number of upcrossings of the interval (0,6 — a) by {X,,} in
time N.
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3.71. PROPOSITION (Upcrossing inequality). Let {Z,} be an {F,}-submartin-
gale. For each pair (a,b), a < b, the expected number of upcrossings of (a,b) by
Z1, ..., 4N satisfies the inequality:
E (max (Zy — @,0) —max (Z; — a,0))
b—a
E (max (Zy — Z1,0))
b—a '

E (Un(a,b)) <

(3.150)

~X

PROOF. Since X

T2k

= Xy for k > |N/2|, we may write (setting 7o = 1):

IN/2)+1 IN/2]+1
Xy — X1 = Z (X’T'Qk—l - XTQk—2> + Z (XTzk - XT2k—1) : (3'151)
k=1 k=1

Next let v be the largest integer & with the property that n, < N, ie. v is
the last time < N of an upcrossing or a downcrossing. It readily follows that
Un(a,b) = |v/2]. If v is even, then

XTQk o XT2k71

X, — X

T2k T2k—1

>b—a provided 2k—1<v;
=Xy — Xy =0 provided 2k—1>v. (3.152)
Now suppose that v is odd. Then we have

X, — X >b—a provided 2k—1<v;

T2k T2k—1
Xy = Xopo s = X5, — Xy 2 X, —0=X,, provided 2k-1=vy;
Xrye — Xrpo oy = XN — Xy =0 provided 2k—1>w. (3.153)

From (3.152) and (3.153) it follows that

[N/2]+1 lv/2]

Z (XTZk - X7'2k—1) = Z (XT2k - X7'2k—1)

k=1 k=1
> |v/2](b—a) = (b—a)Un(a,b). (3.154)
Consequently
[N/2]+1
Xy=X12 Y (Xn, = Xn,) + (b= a)Un(a,b). (3.155)
k=1

So far we did not make use of the fact that the process {X,} is a sub-martingale.
It then follows that the process {X,, : k € N} is a {J,, }-martingale and hence
k — E(X,,) is an increasing sequence of non-negative real numbers. So that
(3.155) yields

|N/2]+1
E (XN - Xl) = Z E (XT% - XT2k71) + (b - a)E (UN(@> b))
k=1
> (b—a)E (Un(a,b)). (3.156)
The desired result in Proposition 3.71 follows from (3.156). O
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3.72. THEOREM. (Sub-martingale convergence theorem) Let {Z,} be a sub-mar-
tingale with the property that sup,.yE (|Z,]) < oo. Then the sequence {Z,}
converges almost surely to an integrable random variable Z,,. Moreover we have
E (|Zs]) <liminf, . E(|Z,]).

3.73. REMARK. In general we do not have E (Z,) = lim, ., E(Z,). In fact
there exist martingales {M,, : n € N} such that M, > 0, such that E(M,) = 1,
n € N, and such that M, = lim, ,, M, = 0, P-almost surely. To be specific,
let {b(s) : s = 0} be v-dimensional Brownian motion starting at x € R” and let
p(t, z,y) be the corresponding transition density. Fix t > 0 and y = = and put

t/n,b(t —t
p(t,z,y)
The process {M, : n € N} defined in (3.157) is P,-martingale with respect to
the sigma-fields F,, generated by b(s), 0 < s <t —t/n.
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PROOF. Let U(a,b) be the total number of upcrossings of (a,b) by the pro-
cess {Z, :n e N}. Then Uy(a,b) 1 U(a,b) as N 1 co. Therefore, by monotone
convergence,

E(|Zu]) +lal _

E((U(a,b)) = Aim E (Un(a,b)) < sup —— (3.158)
In particular it follows that U(a,b) < oo P-almost surely. Hence
P(liminf Z, < a < b < limsup Z,,) < P (U(a,b) = o) = 0. (3.159)
Since
{liminf Z,, < limsup Z,} = U {liminf Z,, < a < b < limsup Z,}

a<b,a,beQ

it follows from (3.159) that P (liminf Z,, < limsup Z,,) =
it follows that E (|Z,|) = E (liminf, |Z,|) < liminf E (|7,

This completes the proof of Theorem 3.72. U

0. By Fatou’s lemma
|) < 0.

3.74. COROLLARY. A non-negative martingale {Z,} converges almost surely to
a finite limit Zy,. Also E(Zy) < E(Z;).

Remark. Convergence properties for supermartingales {Z,,} are obtained from
the sub-martingale results applied to {—Z,}. Since a semi-martingale is a
difference of two sub-martingales, we also have convergence results for semi-
martingales.

3.75. DEFINITION. A continuous time process {X (t) : t € R} is called stochasti-
cally continuous at t, if for every ¢ > 0

lim P (|X(t) = X (to)| > £) = 0. (3.160)

3.76. REMARK. Brownian motion possesses almost surely continuous sample
paths and is stochastically continuous for every ¢ > 0. On the other hand
a Poisson process is stochastically continuous, but its sample paths are step
functions with unit jumps. In fact, for t > s, X (¢) = X (s) P-almost surely and,

agin for ¢ > 5, P(X(1) — X(s) = n) = ee-0 =)

for t > s and for € > 0,

' and hence, always
n!

P(X(1)— X(s) 2 ) <= Y (A(tn;ls))n 1 Nes),

3.77. THEOREM. Let {X(t):t > 0} be a sub-martingale or a super-martingale
that is stochastically continuous at each t = 0. Then there exists a process

{)Z'(t) it = 0} with the following properties:
(i) (stochastic equivalence) {)Z'(t)} is equivalent to {X(t)} in the sense

that N
P <X(t) = X(t)> =1 forevery t=0;
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(i) (sample path reqularity) with probability 1 the sample paths of the pro-
cess {)?(t) it = 0} are bounded on compact intervals [a,b], a < b < o0,

are right-continuous and possess left-hand limits at each t > 0 (in other
words {)?(t) > 0} is cadlag).

PROOF. Fix T > 0 and let Q7 denote the set of rational numbers in [0, T'].
Write Qr = | J_, Rn, where R, is a finite subset of [0,7] and where T' € R; <

Ry © Ry © ---. By Doob’s maximal inequality for sub-martingales we have
E|X(T
P <maX|X(t)] > )\) < M, n=12...
teRn, A
and hence
E|X(T
P (sup | X (t)] > )\) < lim P <max|X(t)| > )\> < M, n=12...
teQrp n— oo teR, A

For Doob’s maximal inequality see e.g. Proposition 3.107 or Theorem 5.110.
In particular, the paths of {X(¢) : t € Qr} are bounded with probability 1. Let
(c,d) be any interval in R and let U{"}(c, d) denote the number of upcrossings of
(c,d) by the process {X (t) : t € Qr}. Then U{T}(c, d) is the limit of the number
U™ (c,d) of upcrossings of (c,d) by {X(t):te R,} as n tends to co. By the
upcrossing inequality we have

E(X(T
E (U™ (c,d)) < ( c(i DEaCh (3.161)
—c
Since U™ (c, d) increases with n it follows from (3.161) that
E (| X(T
E (U™ e,d)) < (XD + | (3.162)

d—c ’

and hence that Ut} (¢, d) is almost surely finite. Taking unions over all intervals
(¢,d), with ¢, d € Q, and ¢ < d, it follows with probability 1 that the process
{X(t) : t € Q7} has only finitely many upcrossings of any interval. In particular,
therefore, left- and right-hand limits must exist at each ¢t < T" P-almost surely.

To construct a right-continuous version of {X(¢)} we define {)N( (t):t= 0} as
follows: X (t) = lim,; seq X (s) for t < T. That this process {)N((t)} is stochas-

tically equivalent to { X (¢)} follows from the stochastic continuity of the process
{X(t)}. Further details are left to the reader. This completes the proof of
Theorem 3.77. U

Next we prove Doob’s optional sampling for continuous time sub-martingales
(that are right-continuous) and a similar result holds for martingales (where the
inequality sign in (3.163) is replaced with an equality) and for super-martingales
(where the inequality is reversed). For discrete sub-martingales the result will
be taken for granted: see Theorems 5.104 and 5.114.
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3.78. THEOREM. Let {X(t) : t = 0} be a right-continuous sub-martingale of class
(DL) and let T' be a stopping time. Suppose t = s. Then

E [X (min(t,T)) | F] = X (min(s,T)), P-almost surely. (3.163)

PROOF. Put s, = 27"[2"s|, t, = 27"[2"¢] and T,, = 27"[2"T"]. If A belongs
to I, then A also belongs to F;, for all n € N. From Doob’s optional sampling
for discrete time sub-martingales we infer, upon using the (DL)-property,

E[X (min(t,,T,)) 14] = E[X (min(s,,T,)) 14]- (3.164)

Upon letting n tend to co and using the right-continuity of the process t — X (¢),
t > 0, we infer

E[X (min(t,T)) 14] = E[X (min(s,T)) 14], (3.165)
where A € JF; is arbitrary. Consequently the result in (3.163) follows from
(3.165), and so the proof of Theorem is complete 3.78. O
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6. Stochastic integrals, It6’s formula

The assumptions are as in Section 4. The process {b(t) : t = 0} is assumed to
be one-dimensional Brownian motion and hence the process t — b(t)? —t is a
martingale: see Proposition 3.23. The following proposition contains the basic
ingredients of (the definition of) a stochastic integral.

3.79. PROPOSITION. Let s1,...,8, and ty,...,t, be non-negative numbers for
which sj—1 < tj.1 < s; <tj,2<j<mn. Let fi,..., [, be bounded random
variables which are measurable with respect to Fs,, ..., T, respectively. Put

Y(s,w) =37 fi@) ()

and write

f V(s )db(s) = ' f; fblmin(t, ,)) — b(min(t, 5,))}.

0

The following assertions hold true:
(a) The process {SéY(s)db(s) = 0} is a martingale and the process
2
"Y(s)db(s)) :t=0y is a submartingale.
{(Xo ( ) ( )) } g

2
(b) The process {(SS Y(s)db(s)) — (Y (s)2ds :t > O} is a martingale.
(c) (Ité 1sometry) The following equality is valid:

E [(LtY(s)db(s))2] _E [ L tY(s)%is} | (3.166)

The equality in assertion (c) is called the It6 isometry. It is an extremely
important equality: the entire It6 calculus is justified by the use of the equality
in (3.166).

PROOF. The more or less straightforward calculations are left as an exercise
to the reader. We insert some ways to simplify the computations. Let F' and G
be predictable processes of the form F(s) = flux)(s) and G(s) = gl(wx)(s),
where f is measurable for the o-field &, and ¢ for &F,. Put

L(F) = || F(s)db(s) i= f (0(t) = blain(u, 1))

0
and similarly write

t
L(G) = J G(s)db(s) = g (b(t) — b(min(v,t))) .
0
Without loss of generality we assume v > u (otherwise we interchange the

role of F' and G). We begin with a proof of (a). Upon employing linearity it
suffices to show that the process t — I,(F') is a martingale. (Also notice that
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Sg Llww)(8)db(s) = I;(F) — I,(Fy), where Fi(s) = fli0)(s).) Fixt > s> 0 and

consider
E (I(F) | 5.) = L(F) = E (L(F) - \?)
=E (f (b(t) — b(min(u, 1)) — b(s) + b(mln u, s) ‘ F)
=E (E (f (b(t) — b(min(u, t)) — b(s) + b(min(u, 5))) | Fumin(max(us).)) | Fs)
= E (fE ((b(t) — b(min(u, t)) — b(s) + b(min(u, 5))) | Fuin(maxus)o) | Fs)
(Brownian motion is a martingale)
= E (f ((b(min(max(u, s),t)) — b(min(u,t)) — b(s) + b(min(u, 5)))) | F;)
=0,

proving that the process ¢t — It(F ) is a martlngale indeed. Next we shall
prove that the process t — [,(F So 7)dT is a martingale. Using
bilinearity in F' and G yields a proof of (b) and hence also of (¢). Again we fix
t > s and consider

E ([t F)L(G) — f (1)G(r)dr | 3"5> _ <IS(F)IS(G) _ f 8F<7)G(7)d7)
(

(s °
(

F(
(1(6) - 1) - [ P | 9‘5)

Js

(G OtF
L,(G) — J t T)G(1)dr — (IS(F)IS(G) — L SF(T)G(T)dT> \52)
(F) = I(F))

)

—E((IL(F) - 1I.
FE(L(F) (I(G) — L(G)) + (1L(F) — L(F)) 1.(G) | F.)
_E ((@(F) - L) 6) - 1) - [ FoiGirar | 3"5)

+LP)E (L(C) ~ 1,(C) | 7.) + E (L(F) ~ L(F) | 7.) L(G)

(use the martingale property of I;(F') and I,(G))

- B[ (1) - 7)) (1(6) - 1@) - [ FEIGinar |,

=E [fg( (t) — b (min(max(u, s),t))) (b( ) — b(mln(max(v s), t)))
—fg (t — min(max(u,v,s),t)) | F]

(use v = u and put us; = min(max(u, s),t), vs; = min(max(v, s),t))
-E :fg <(b(t) —b(vss))
+£9 (b(vsz) — blusyz)) (b(t) — b(vsy)) — fg (t — min(max(u, v, s),t)) | Fy)]
: b(ves))” — (t—vsi)) \ffs]
+E[(f9 (0(vsr) = b(usr)) (0() =b(vs1))) | ]
~ B[ 1B [((bt) = b(v01))* = (t = v)) | T ] | 5]

Download free eBooks at bookboon.com



An introduction to stochastic processes:

Advanced stochastic processes: Part |

+E[fg (0(vsr) = b(use)) x E[(b(E) = b(vs)) | Fov ] | F]
(the processes {b(s)} and {b(s)? — s} are martingales)

=E (f9.0]|F) +E (fg (b(vsr) — b(usy)) 0] Fs) = 0.
The latter yields a proof of (b) (via bilinearity). Altogether this finishes the
proof of Proposition 3.79. OJ

3.80. DEFINITION. A process of the form

= D Fi@) L1 (s),

where 0 < s;_1 <ty < s; <tj, 2<j <n, and where the functions fi,..., f,
are bounded and measurable with respect to Js,, ..., Fs, respectively is called
a simple predictable process.
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3.81. DEFINITION. Again let b be Brownian motion with drift zero and let I15(b)
be the vector space of all predictable processes F' with the property that

= ([ IFPas) <

0
Let @ be the og-additive measure, defined on the predictable field II, determined
by

QA X (s,t]) =E[la](t—s5) =P(A)(t—s), AeT,. (3.167)

The measure () is called the Doléans measure for Brownian motion.
Then it follows that TIy(b) = L?* ([0,00) x Q,TI,Q). Moreover we have
P = [ 1P Q. F et

It also follows that, for given F' € Ily(b), there exists a sequence of simple
processes ([, : n € N), which are predictable, such that lim,_,o |F, — F|, = 0.

Hence in view of Proposition 3.79 it is obvious how to define Sé F(s)db(s),t =0,
for F € TI5(b). In fact

J CF(s)db(s) = L2 Tim | F(s)db(s),

0 n=% Jo
where the sequence (F, : n € N) verifies lim,,_,, | F},, — F'||, = 0 and where F,
belongs to II5(b). Let II3(b) be the vector space of all predictable processes F' for
which the integrals S(t) |F(s)|” ds are finite P-almost surely for all t > 0. In order

to extend the definition of stochastic integral to processes F' € II3(b) we proceed
as follows. Define the stopping times 7T,,, n € N, in the following fashion:

¢
T, = inf {t >0: f |F(s)|* ds > n} . (3.168)
0

We also write F,(s)

= F(s)lyr,~s and we observe that F), is a predictable
process with { |F,(s)|> ds <

n. Moreover it follows that for n > m the expression

f Fo(s)db(s) — f Fou(s)db(s) J F(s) Lty iy (s)db(s)  (3.169)

0 0
vanishes almost everywhere on the event {7, > t}. So it makes sense to write
t t
J F(s)db(s) = f Fo.(s)db(s), on {T,, > t}.
0 0

Since lim,,, T, = o0, P-almost surely, the quantity S(t) F(s)db(s) is unambigu-
ously defined. Hence the integral § F'(s)db(s) is well defined for processes F
belonging to II3(b).

3.82. COROLLARY. Let b be Brownian motion and let F' and G be processes in
II5(b). The following processes are local martingales:

{JtF(s)db(s) > o} | {f(}(s)db(s) > 0} ; (3.170)

0 0
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{UOF ) J'F s : > 0} (3.171)
{

L P(s J G(s)db(s) — L F(s)G(s)ds : ¢ > o}. (3.172)
Put X(t) = \, F(s)db(s) and Y(t) = Sé G(s)db(s). The following identity is
valid:
XY (t) — Jo F(s)G(s)ds = L F(s)Y (s)db(s) + Jo X (s)G(s)db(s). (3.173)

PRrROOF. The assertions (3.170), (3.171) and (3.172) follow from Proposition
3.79 together with taking appropriate limits. For the proof of (3.173) we first
take F' = G = 1. Then (3.173) reduces to showing that

t
b(t)* — QJ b(s)db(s) —t = 0. (3.174)
0

Notice that (3.174) is equivalent to 2% b(s)db(s) = b(t)> —t, t = 0. For the
proof of (3.174) we use Lemma 3.69. to conclude:

b(t)? — zf b(s)db(s) —

0

= lim <b(t)2 - zznz_]lb (k277t) (b ((k +1)27"t) — b (k27"t) — t))
= lim (221 (b ((k + 1)2‘%)2 —b (k:2_"t)2>

n—0o0
k=0

2" -1

—2 > b (k27"t) (b((k+1)27"t) — b (k27")) — t)
= lim <2n2_1 (b((k+1)27") — b (k27"))" — t) = 0.

n—ao0 =0
For the proof of (3.173) we then take F(s) = fl, o)(s) and G(s) = gl(s,.00)
where f is bounded and measurable with respect to J,, and ¢ is measurable
with respect to Fs,. Formula (3.174) will then yield the desired result. Then we
pass over to linear combinations and finally to limits. This completes the proof
of Corollary 3.82. U

3.83. PROPOSITION. Stochastic integrals with integrands in I13(b) are continuous
P-almost surely.

PRrOOF. It suffices to prove the result for integrands in Il5(b). Since Brow-
nian motion is almost surely continuous, it follows that stochastic integrals of
simple predictable processes are continuous. Let F' be in Ily(b) and choose a

Download free eBooks at bookboon.com



An introduction to stochastic processes:
Advanced stochastic processes: Part | Brownian motion, Gaussian processes and martingales

sequence (Fy,)nen of simple predictable processes with the property that

([ =) o [ - )

0 to /2 o
< Z (]E (L |Foio(s) = Frpra(s)]? ds>) < Z gt — g7l

=1 =1
From Proposition 3.63 it follows that, for k € N,

1

2] ) 2

<IE [ sup
<> (E [ sup f (Fnse(s) = Fre-1(s)) db(s)
(=1 0

f (Fuu(s) — Fu(s)) db(s)

0

0<t<to

<IE Uto |Foio(s) — Fopo1(s)]? ds]) ’ <27 (3.175)

0

f (Fae(s) — Fuper(s)) db(s)

0

From (3.175) the sample path continuity of stochastic integrals immediately
follows. This completes the proof of Proposition 3.83. O
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3.84. REMARK. The theory in this section can be extended to (continuous)
martingales instead of Brownian motion. To be precise, let ¢t — M(t) be a
continuous martingale with quadratic variation process t — (M, M) (t). Then
the process t — M (t)? — (M, M) (t) is a martingale, and the space II5(b) should
be replaced with IIo(M), the space of all predictable processes t — F'(t) with
the property that

|F|2, = E UOOO \F(s)> d (M, M) (s)| < 0. (3.176)

The corresponding Doléans measure )y is given by
Qum (A% (s,t]) =E[1a((M,M)(t) — (M, M) (s))], AeTF, s<t. (3.177)
It follows that
(M) = L? (Q x [0,00), 11, Qur) -
The space II3(M) consists of those predictable processes ¢ — F'(t) which have

the property that Sg |F(s)|” d (M, M) s are finite P-almost surely for all ¢ > 0.
The definition of stochastic integral to processes F' € Il3(M) we proceed as
follows. Define the stopping times T},, n € N, in the following fashion:

T, = inf {t >0: f: |F(s)|” d (M, M) (s) > n} : (3.178)

As in the case of Brownian motion these stopping times can be used to define
stochastic integrals of the form S(t) F(s)dM(s), F € II3(M). These integrals are
then local martingales.

Next we extend the equality in (3.173) to the multi-dimensional situation.

3.85. PROPOSITION. Let s — o (s) = (0jk(s)),; 1<, b€ a matriz with predictable
entries and with the property that the expression

Z f E|oji(s)) ds (3.179)

7,k=1

is finite for every t > 0. Put a;j(s) =Y. _, oi(s)ou(s), 1 <i, j <v. Further-

more let {b( ) = (bl( )s-ybu(s)) 1 s =0} be v-dimensional Brownian motion.
Put M;(t) = > _ 1So ok(s)dbe(s), 1 < j < v. Then the following identity is
valid:

M;(t)M;(t) (3.180)
ZJ )0 (5)dbi (5 ;Lam (5)dby(s) + Jtaij(s)ds.

0

PROOF. First we suppose v = 2, My(t) = b1(t) and My(t) = by(t). Then
(3.180) reads as follows:

by (£)ba(t) = L by (s)dba(s) + L bo(s)dby (s). (3.181)
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In order to prove (3.181) we write

h(Ob(t) - |

0

t t

by (5)dba(s) — f bo(5)dby (5)

0

= lim 2n21{b1 ((k+1)27") by ((k + 1)27"t) — by (k27"'t) by (k27)

— by (k27"t) (b2 ((k + 1)27"t) — by (k27"t))

by (k27"t) (b ((k + 1)277¢) — by (k2”t))}

= lim 2n2_1 (b ((k+1)27"¢) — by (k27"t)) (b ((k 4+ 1)27"t) — by (k2771)) .

(3.182)

The limit in (3.182) vanishes, because by independence and martingale proper-
ties of the processes by and by, we infer

E [%21 (by ((k + 1)2778) — by (52778)) (ba (K + 1)277¢) — by (k2‘"t))r

k=0

~E <2n_1 (by ((k + 1)277t) — by (k277t))” (b ((k + 1)27"¢) — by (27" t)>2>
= STE[b ((k + 1)277t) — by (k270) ] E (b ((k + 1)277t) — by (k277t))°

- 9n)? — 272, 3.183
(3.183)

From Borel-Cantelli’s lemma it then easily follows that the limit in (3.182) van-
ishes and hence that equality (3.181) is true. The validity of (3.180) is then
checked for the special case that o;x(s) = firl(s;,00)(8), where fj is measurable
with respect to F,, . The general statement follows via bi-linearity and a lim-
iting procedure together with equality (3.173) in Corollary 5.142. The proof of
Proposition 3.85 is now complete. O

Next let M(t) = (My(t),..., M,(t)) be a v-dimensional martingale as in Propo-
sition 3.85 and let A(t) = (Ay(t),..., A,(t)) be an adapted v-dimensional pro-
cess that P-almost surely is of bounded variation on [0, t] for every ¢ > 0. This
means that

sup sup |A(s;) — A(sj_1)| is finite P-almost surely for all ¢ > 0.

neN 0<sg<s1<--Sp<t

It follows that the random set function u? : (a,b] — A(b) — A(a) extends
to an RY-valued measure on [0,t] for every ¢ > 0. Stieltjes integrals of the
form { F(s)dA(s) may be interpreted as {, F(s)dA(s) = §; F(s)du™(s). The
process A may have jumps. This is not the case for the process M. The latter
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follows from Proposition 3.83. The process X := A + M is a v-dimensional
semi-martingale with the property that E (|M (t)\Q) <, t>0. Put

Tx(t) =3, (X(s) = X(s-))
= " (M(s) = M(s=)) + Y. (A(s) — A(s—)) = Jalt).

s<t s<t
The definition of J(t) does not pose to much of a problem. In fact for P-almost
all w the sum Z |A(s,w) — A(s—,w)| < 0. The process {X(t) — Jx(t) : t = 0}

s<t
is P-almost surely continuous.
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The following result is the fundamental theorem in stochastic calculus.

3.86. THEOREM (Itd’s formula). Let X = (Xy,...,X,) = A+ M be a v-
dimensional local semi-martingale as described above, and let f : RV — R be a
twice continuously differentiable function. Put a;;(t) = > _, ou(t)ou(t), 1 <1,
J < wv. Then, P-almost surely,

JX(0)
¥ Z(f(X(s)) — F(X(s=)) = VF (X(s2)) - (X(s) - X(s—»)

s<t

+LtVf(X s—

Before we prove Theorem 3.86 we want to make some comments and we want to
give a reformulation of It6’s formula. Moreover, we shall not prove It6’s formula
in its full generality. We shall content ourselves with a proof with A = 0.

}j J‘l)l)(f s))ai;(s)ds. (3.184)

2]1

Remark. The integral Sé Vf(X(s—)) dX(s) has the interpretation:

X(s-)) dX(s)

%

Il
M:

1

-.
I

v
( ) i)+ [ D (05 >>dA<>) (3.15)
(

1 ij ij <s>)
1Qlfpf ) oin(5)dbi(s fpf @0.

Here X = M + A is the decomposition of the semi-martingale in a martingale
part M and a process A which is locally of bounded variation.

|
<

7

|
&Mt

2

For v-dimensional Brownian motion we have the following corollary.

3.87. COROLLARY. Let b(t) = (bi(t),...,b,(t)) be v-dimensional Brownian mo-
tion. Let f : RY — R be a twice continuously differentiable function. Then,
P-almost surely,

FO0) = F00) + [ VI0E)DE) 5 [ Area @15

In fact it suffices to suppose that the functions Dy f,..., D, f and D?f,... D>f
are continuous. Next we reformulate 1t6’s formula.

3.88. THEOREM. Let X = (Xi,...,X,) be a v-dimensional right continuous
semi-martingale as in Theorem 3.86 and let f : RY — R be a twice continuously
differentiable function. Then, P-almost surely,

fX(#) = F(X(0)) +L Vf(X(s-))-dX(s) (3.187)
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JJ (1= o)DiD, f (1 — 0) X (s=) + 0. X (s)) dod [ X5, X;] (5),

where

[Xo, X1 (1) = f ai(s)ds + ) (X 5=)) (X5(s) = Xj(s=)) . (3.188)

s<t

Remark. In the proof below we employ the following notation. Let M; be
martingale of the form

=§LM@M@

Then quadratic covariation process (M;, M;) (t) satisfies
Mz; M Z J sz G]k

PROOF OF THEOREMS 3.88 AND 3.86. Since, for a and b in R

70) = fla) = Vf(a)-(b— a) (3.18)
Py f (1= o) DD f (1 = o)a + ob) do x (b — a5)(b; — a;)
and since .
mxﬂwzj% s + T (Xle) = Xilo)) (K(6) = ).

it follows that

Jf (1= o) DD f (1 — 0) X (s—) + 0 X(s)) dod [ X5, X;] (5)

JJ (1= 0)DiD; f (1= 0)X (s—=) + 0 X(s)) doas;(s)ds

2,7=1

+ leif (1—0)D;D;f (1 —0)X (s—) + 0 X(s))do
(s) — Xi(s=)) (X;(s) — X;(s—))

x (X;
f J (1—0)D;D;f ((1 —0)X(s—)+0X(s))doa;;(s)ds

i,7=1

+ D AF(X(9)) = f(X(57)) = V(X (7)) . (X(5) = X(s=))} . (3.190)

s<t

So the formulas in Theorem 3.88 and Theorem 3.86 are equivalent. Also notice
that, since Sé a;j(s)ds is a continuous process of finite variation (locally), we
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have

f f (1—0)D;D;f ((1 —0)X(s—) +0X(s))doaj(s)ds

0 Jo

- fo L (1—0)D;D;f ((1 —0)X(s—) +0X(s—))doa;;(s)ds

1 t
-5 | DD (X ateas

Hence it suffices to prove equality (3.187) in Theorem 3.88. Assume X (0) =
M (0) and hence A(0) = 0. Upon stopping we may and do assume that in
X =M+ A, |X(t—)| < L and varA(t—) < L. This can be achieved by
replacing X (¢) with X (min(¢, 7)), where 7 is the stopping time defined by

7 =inf {s > 0 : max (|M(s)|, varA(s)) > L}.

Here varA(s) is defined by

varA(s) = sup Z |A(s;) —A(sj—1)|:0< s <s1<...<8, =35
j=1

........................................................... sesssssssssssAlCcatel-Lucent @
www.alcatel-lucent.com/careers

¥, N
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Next we define, for every n € N, the sequence of stopping times {7, : k € N}
as follows:

Tn,() = Oa

1
T, k+1 = inf {3 > T :max (s — T, | X () — X (Thx)|) > —} . (3.191)
n

Since .
max (Tn,k+1 nk; |X( nk+1) X(Tn,k)D > E)

it follows that klim T, = 00, P-almost surely. Moreover, since
—00
1
max (Tn,k+1 nk7 |X< nkJrl_) _X(Tn,k)‘) < ;7

we have T}, 41 — T 1 < —. Next we write:
n

FX(1) = f(X(0))
= D S X T A1) = F (X (Top A 1))
+ (X (Tapsr A1) = FX (T A 1))}

{JMHA_W( (T A 1)) - dX(s)

e

M

k=0 \YTn kAt
—I—ZJ (1—0)D;D;f (1 =o)X (Thp At)+0X (T 41 At—))do
2,7=1

X (Xi (Thprr At=) = Xi (T A)) (X (Topr At—) — X (T A 1))
+ [ (X (D1 A1) — F(X (Thpsr A t—))}. (3.192)

On the other hand we also have:
t

Vf(X(s=))dX(s)

0

Py f f (1= o) DD, f (1 — 0)X (s—) + 0 X(s)) dod [Xs, X,] (s)

- Z{f ) ax ()

. ZV] F k1A —J (1—0)D;D,f (1 —0)X(s—) + 0 X(s))dod [X;, X;] (s)

i,j=0 ‘JTn,k/\t 0

+ Vf (X (Tn,k+1 AN t—)) . (X (Tn,k+1 A t) - X (Tn,k+1 AN t—))

+ Z fl(l —0)D;D;f (1 —0)X (Thpt1 At=) +0X (T 11 At))do
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X (Xi (Tappr A ) = X (Tapgr A=) (X (Tapgr A ) = X5 (Tapsr A t—))}

- Z{ f TV (X (s0)) - dxX (s)

Ty At

.S f _L (1= 0)DiD; f (1 = 0)X (s=) + 0 X (s)) dod [ X;, X;] (s)

i,j=0 T At
+ (X (Tagrr A1) = [ (X (Topsr A t_))}- (3.193)
Upon subtracting (3.193) from (3.192) we infer by employing Proposition 3.85:

X)) — FX(0) - f Vf (X(s—)) dX(s)

JJ (1= o) DD f (1= 0) X (s=) + 0 X(s)) dod [Xs, X,] (s)

1,7=1

_Z{ J n:;m_Wf (X(5-)) = VI (X (T0)) - dX (s)
+2J

i,7=1 T nt

- [ 0)x06) X (o) dofalx X1 )

n,k+1 At—

{f (1—0)D;D;f (1 —0)X (Thp ~t)+0X (T k1 At—))do

+ZJ (1= VDD, f (1 = )X (Tug A L)+ 0X (Topsr A 1=)) do

i,j=1

X {(XZ (Topr1 At=) = Xi (T A1) (X (Thprr At—) — X (Thk A L))
— X, X5 (T g1 A t=) + [ Xs, X5 (g A t)}}

Z{ [ @ty - vr 0 G - axo

nk/\t

) J _L (1— o) {D;D,f (1 - )X (Tus A t) + 0X (Tpsess A t—))

ij=1YTn kAt

—DiD;f (1 = 0)X(s—) + 0X(s))} dod [ X, X;] (s)
+ ZJ (1—0)DiD;f (1 —0)X(Thprt)+0X (L1 At—))do

« {Lt (Xi(5=) = Xi (Tup A 1)) dX;(s)
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+ f T X (5m) = X (T A 1)) dXi(s) }} (3.194)

Ty At

We shall estimate the following quantities:

E((;J"’HM(DJ( (=) — Dif (X (nkm))ydMi(s)) ); (3.195)

( ) . (3.196)

J k1A JO (1=0){D:D;f (1= 0)X(Tn At)+0X (Thps1 At—))

o([3

k=0 Tn,k At

n, k+1/\t*

> [ FOX(=) = Duf (X (T 2 1)) - dA (o)

nk/\t

~DiD;f (1 - 0)X(s-) + 0X(s))} dod [X,. X, (s)

> ; (3.197)
E((,;)L (1—0)D;D;f (1 =o)X (Thp At)+0X (Thpt1 At—))do
« JTn’k“At_ (Xi(5—) — Xi (T A t))de(s)> ); (3.198)

Tn,k/\t
S|
E( Z J (1—0)D;D;f (1 —0)X(Thp ~t)+0X (Thp41 At—))do
k=00
T k41 At~
. f (Xi(s=) = X; (Tup A 1)) dA;(s)] | (3.199)
Tn,k At
Since the process § (D;f (X (s—)) — Di f (X (T A 1)) dM;(s), u > 0, is a mar-
tingale, the quantity in (3.195) verifies

((ZJnMA F(X(5-) - Df((m%ﬂﬁ¢%@0)
k=0 SN

ZE(OWMAUM(())Df(bmmmdM®>)

Tn,k At

=ZE<fmwwuww< -)) - Dif (X <MAm>dmm@0

Tn,k/\t

< sup Dif(y) = Dof (2)” E ((M;) (£) (3.200)

z,yeR:ly—x|<1/n,max(|z|,|y|) <2L

Similarly we obtain an estimate for the quantity in (3.198):

((ZJ (1= 0)D;D;f (1 = )X (Tpp A t) + 0X (Typi1 At—))do
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>< f T (Xu(sm) — X (T a 1) de<s)>

y ( f M (Xi(s—) — X (Tog A1) de(s)>

Tr et

<5 swp DD, f(y |E<Z f (s—)—xim,kAt>>2d<Mj><s>>

|y|<2L nk:/\t
1
< 5 sup |D;D;f(y)| x —QIE(<M]'> (t)) - (3.201)
2 y<2r n

/
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The other estimates are even easier:

ST 0 (X)) - Dif (X (D)) dA(

)

up D) - Dl & ([ aa). @2

z,yeRV:ly—z|<1/n,max(|z|,|y|) <2L

N

f et L (1= o) {DiD;f (1 = o)X (Togo A1) + 0X (T 1 A 1))

o([3
)

k=0 Ty kAt

—DD,f (1 - 0)X(s—) + 0X(s))} dod [ X, X;] (s)

sup |DiD;f(y) — DiD; f ()]

1
2 4 yeRv:|y—z|<1/n,max(|z],|y))<2L

<x ([ 1) 0)

5 sup IDiD;f(y) = DiD;f (@)
R y—a]<1/mmax([al ) <2L
x \/E([X,-,Xi] (OE (X, X)] (1), and (3.203)

( (1—=0)D;D;f (1 —0)X(Thy ~t)+0X (T At—))do
<5 sw DDz ( [ laa)). (3204

21 yer |y|<2L

y f T (Xi(s=) = X (Top A 1)) dA(s)

Th kAt

The inequality (3.203) will be established shortly. The quantities (3.200),
(3.201), (3.202), (3.203) and (3.204) tend to zero if n tends to infinity. Conse-
quently, from (3.194) it then follows that, P-almost surely,

FX(0) = FX0)) + f V(X (5))dX (s) (3.205)

J f (1= o)DiD; f (1 — o)X (s=) + 0 X(s)) dod [Xs, X;] ().

i,j=1

So that the formula of It6 has been established now. For completeness we prove
the inequality

E (Ltu[xi,xj] (s)\) < VE([X. X (OW/E(X, (3.206)
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A proof of (3.206) will establish (3.203). For an appropriate sequence of subdivi-
(n) (n) (n)
< PR

sions 0 = 557 < 83 < sy, = t we have with, temporarily, [X;] = [X;, X;],
t
X, X,] ()] = lim Z}XZ,X (s7) = X0 X0 (5|
0 n—0o0
Nn,
< Jim 3% \/ 1 (57) = 04 (523 061 (57) = 161 (52
N, 1/2
< lim ([XZ,Xl] (52")) _ [Xi,Xz] (3271)1)))
n—o0 el
N, 1/2
(3 (e () - o) (:2) )
k=1

(X0 X (8) — [X X (0)2 (1%, X1 (8) — [X5, X1 (007 (3.207)
Taking expectations and using the inequality of Cauchy-Schwartz once more

yields the desired result.
This completes the proofs of Theorems 3.86 and 3.88. 0J

Remark. In the proof of equality (3.194) there is a gap. It is correct if the
process A = 0. In order to make the proof complete Pr0p051t10n 3.85 has to be
supplemented with equalities of the form (M;(t) = >, _, So oir(8)dbi(s)):

JM )dA;( JrZJcmg (5)dbi(s);
4D A1) = f Ai(s)dA;(s) + f Ay(5)dA(s).

This kind of equalities is true for continuous processes. If jumps are present
even more care has to be taken. We continue with some examples. We begin
with the heat equation.

Example 1. (Heat equation) Let U be an open subset of R” let f: U — R be
a function in Cy(FE) and let u : [0,00) x U — R be a solution to the following
problem:

(2—1; = %Au in [0,00) x U,
u is continuous on [0,00) x U and u(0,z) = f(z).

Moreover we assume that lim w(t,z) = 0 if b belongs to dU. Then u(t,z) =

r—b,xelU
E. [f(b(t)) : T > t], where 7 is the exit time of U: 7= inf {s > 0 : b(s) € R"\U}.
Of course {b(s) : s = 0} stands for v-dimensional Brownian motion. In order to
prove this claim we fix ¢ > 0 and we consider the process {M(s): 0 < s < t}
defined by M(s) = u(t — s,b(s))1{r~s. An application of It6’s formula yields
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the following identities:
M(s) f & 1{T>T}dr+f Vult — 1, b(r)) Lpar - db(r)
f Au(t —7,b(r))Lir=pydr
"2 0
= f {—a—u(t —r,b(r)) + 1Au(t -, b(?“))} Lirsrydr
0 ot 2
+ f Vu(t —r,b(r))Lir=p - db(r)
0

= f Vau(t —r,b(r)) sy - db(r).
0
Consequently, the process {M(s) : 0 < s < t} is a martingale. It follows that
u(t,z) = Eq (u(t, b(0)
= E, (u(0,b(t)

) E.(M(0)) = E,(M(t))
Lrsty) = Bo (F(0() 1) -

— —

> Apply now
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Example 2. Let U be an open subset of R”, let f belong to Cy(U) and let
g :[0,00) x U — R be a function in Cy(F) and let u : [0,00) x U — R be a
solution to the following problem:

1
g—?zﬁAu—i—g in [0,00) x U;

w is continuous on [0,00) x U and u(0,x) = f(z).

Moreover we assume that lim, .o u(t,z) = 0 if b belongs to dU. Then
u(t,z) = E, (f(b(t)): 7 >1t) + E, <Smm ”)g(t -, b(r))dr), where, as in Ex-
ample 1, 7 is the exit time of U. Also as in Example 1, {b(s) : s = 0} stands for

v-dimensional Brownian motion. A proof can be given following the same lines
as in the previous example.

Example 3. (Feynman-Kac formula) Let U be an open subset of R”, let
f belong to Cy(U) and let V' : U — R be an appropriate function and let
u: [0,20) x U — R be a solution to the following problem:

1
%:ﬁAu—Vuin [0,00) x U;

w is continuous on [0,0) x U and u(0,z) = f(x).

Moreover we want that lim,_,j e u(t, ) = 0 if b belongs to 0U. Then u(t,z) =

(exp( { v ( )f(b(t)) > t).

For the proof we fix ¢ > O and we consider the process {M(s) : 0 < s < t} defined
by M(s) = u(t — s,b(s)) exp (= §; V(b(r))dr) 1(r= and we apply Ito s formula
to obtain:

M (s) — M(0)

_ J {_%(z b)) + At — 7, b)) — V(b(r)ult — 7, b(r))}

0

exp (= [ Vo) 100

0

[ vute—rson e (_ [ v<b<p>>d,o) Liyor - db(r)

- | vt = bt exo (— | Ov<b<p>>dp) pror) - db(r).

Here we used the fact that u is supposed to be a solution of our initial value
problem. It follows that the process {M(s) : 0 < s <t} is a martingale. Hence
we may conclude that

u(t, z) = E,[M(0)] = Eq, [M ()]

~E, [U(O, b(t)) exp (— f V(b(p))d,o) T t}

0

- [ semy e (- [ Vibop) 1]

0
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Example 4. (Cameron-Martin or Girsanov transformation). Let U be an open
subset of R”, let f belong to Cy(U) and let ¢ : U — R” be an appropriate vector
field on U and let u : [0,00) x U — R be a solution to the following problem:

0
8—1; = 1Au+ c.Vuin [0,00) x U;
u is continuous on [0,00) x U and u(0,z) = f(x).

Moreover we want that lim, ., ;e u(t, z) = 0 if b belongs to 0U. Then u(t, z) =
E, (exp (Z(t)) f(b(t)) : 7 > t), where Z(t) = §; ¢(b(r)) - db(r) — 1 §; |c(b(r))[* dr.

For a proof we fix ¢ > 0 and we consider the process {M(s) : 0 < s < t} defined
by M(s) = u(t — s,b(s)) exp (Z(s)) 1{r>s}. An application of Itd’s formula to
the function f(s,z,y) = u(t — s,x) exp(y) will yield the following result

M(s) — M(0)

— L‘S _%(t —71,0(r))exp (Z(r)) Lzspydr

+ f Vu(t —r,b(r)) exp (Z(r)) Lz - db(r)

n J u(t —r,b(r)) exp (Z(r)) dZ(r)

0

1 min(s,T)
+ 3 f Au(t —r,b(r)) exp (Z(r)) Lirspydr
0

+ Z OS Dju(t —r,b(r)) exp (Z(r)) Lizr=rd (b;, Z) ()

+ % L u(t —r,b(r)) exp (Z(r)) Lzsryd (Z, Z) (1)

_ J {—%(t b))+ Bt~ b{r)) + (b)) Vult — b(r))}

0
exp (Z(r)) Loy dr

+ JOS {Vu(t —r,b(r)) + u(t —r,b(r))c(b(r))} exp (Z(r)) Lirspy - db(r)

B % f ult =7, b(r)) exp (Z(r)) |e(b(r))[* Lip=rydr

0

+ % JOS u(t —r,b(r)) exp (Z(r)) \C(b(r))|2 Lronydr

= LS {Vu(t —r,b(r)) +u(t —r,b(r))c(b(r))} exp (Z(r)) L= - db(r).

As above it will follow that u(t,z) = E, (exp (Z(t)) f(b(t)) : 7 > ).

v

Example 5. (Stochastic differential equation). Let (o(x));,_,, = € R”, be a
continuous square matrix valued function and let ¢(x) be a so-called drift vec-
tor field (see the previous example). Suppose that the process {X*(s) : s = 0}
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satisfies the following (stochastic) integral equation:

X*(t) =:c+f

0

t t

c(X*(s))ds + f o(X*(s)) - db(s).

0

In other words the process {X*(s) : s = 0} is a solution of the following stochas-
tic differential equation:

dX*(t) = (X" (t))dt + O'<Xx(t)) - db(t)
together with X*(0) = x. The integral So (s))db(s) has the interpretation

Lto( (ZJ (X" (s))dby (s ))i

Next let u : [0,00) x R” — R be a twice continuously differentiable function.
Then, by Itd’s lemma,

u(t—s,X"(s)) —u(t,X*(0))
¥ ou
675(

+ f Vu(t—r, X*(r)) - dX*(r)

t—r, X*(r))dr

+ = ZJDDkut—rX’C )d(XF,X7) (r)

]kl

Next we compute

(X7, X0) (1) = D) Gjm (X7m(r)) o (X (r)) d (b, bu) (r)

- Z O (X7(1)) O (X7(r)) dr = (0 (X (1)) & (X7 (r))7) . d,

where o(x)7 is the transposed matrix of o(z). Next we introduce the differential
operator L as follows:

[\Dll—l

(o )). DD f(x +ch
k=

J,k=1

For our twice continuously differential function u we obtain:

u(t —s,X*(s)) —u(t, X*(0))

ou -
= Jat(t—T‘X())dr
+Zf ) Dju (t —r, X*(r)) dr

+ L Vu (t —r, X*(r)) o (X*(r)) - db(r)
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+ 1 fs (o (X*(r))o (X:’“"(r))T)jJc D;Dyu (t —r, X*(r))dr

jk=1+0

0 0

So that, if (L — %) u = 0, then, for 0 < s < t,

_ f Vu (t = r, X*(r)) o (X*(r)) - db(r) + J (

L— %) u(t—r, X%(r))dr.

u(t—s,X%(s)) —u(t,X°(0)) = JOS Vu(t—r, X*(r)) o (X*(r))db(r),

and hence, the process M(s) := u (t — s, X*(s)) is a martingale on the interval

[0,¢]. Tt follows that

u(t, z) = E(M(0)) = E(M(#)) = E (u (0, X*(1))) = E (f (X*(1)))

where u(0,z) = f(z). For more details on stochastic differential equations see

Chapter 4.
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Example 6. (Quantum mechanical magnetic field). Let @ be an appropriate
vector field on R” and let H(a,V) = 5 (iV + @)’ + V be the (quantum mechan-
ical) Hamiltonian of a particle under the influence of the scalar potential V' in
a magnetic field B(z) with vector potential @(z): i.e. B = V x @ Let f be a
function in Cy (R”) and let w : [0,00) x Rv — R be a solution to the following
problem:

aa—?; = —H(a,V)uin [0,00) x RY;
u is continuous on [0,00) x R” and u(0,x) = f(x).

Moreover we want that lim u(t,2) = 0. Then u(t,z) = E, [eZ® f(b(t))], where

T—00

t

V- a(b(s))ds — J V(b(s))ds

0

2(t) = —i f a(b(s)) - db(s) — %z f t

0 0

with V - @ = Z@ “L Put M(s) = u(t — s,b(s))exp(Z(s)), 0 < s < t. An

application of Ito S formula to the function f(s,z,y) = u(t — s, z)exp(y) will
yield the following result

M(S) - M(O) = f(S,b(S), Z(s)) — f(()’b(o)’ Z(O))
L 8f (0,b(0), Z(J))da+f0 V. f(o,b(c), Z(c)) - db(o)

s

*of L
n 6y(a b(0), Z(0)) - dZ (o) + §L A, f(o.b(0), Z(0))do

L Z f 5ya [0 (0). Z(0)d (2.0, (0)

%2 Séi]gy@ b(o), Z(0)) d (b;, Z) (o)

= L 0:40). 2())a(2.2) ()

- g—f (0.0(0). Z())do + | .f(0:b00), 2(0) - dblo)
+ S flo,b(0), Z(0))-dZ(o) + %J: A, f(o,b(0), Z(0))do

— Jo Ox;
+5 | f0b(0).20) Y 0, 040)) do
*ou

S— T (t —0,b(0)) e?Ddo + JOS Vot (t — 0,b(c)) e - db(o)
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—~ Jo 0x;
42 fo u(t — o, b(0)) 7 ; a; (b(0))? do
N f: {_% + ;A:cu —id(b(0)).Vyu — 5 [@(b(o))[* u
1

——iV - d(b(o))u — V(b(a))u} (t —o,b(0)) e do

+ L Vot (t —0,b(0)) e? ) - db(o) — i L u (t — 0,b(c)) e?a(b(o)) - db(o)

0 1o } z
= —— — —(iV4a)’ -Viu(t—ob0))e?do
[{-5-30v+a (t ~ 0.b(0))

S

+ LS Vau (t — 0,b(0)) e??) - db(c) — iJO u(t —o,b(0)) e?Da(b(0)) - db(o)

_ JO Vo (t = 0,b(0)) 2 - db(o) — i J Cult— 0, b(0) 2O i(b(o)) - dblo).

0

Here we used the fact that the function w satisfies the differential equation. The
claim in the beginning of the example then follows as in Example 4.

Example 7. A geometric Brownian motion (GBM) (occasionally called expo-
nential Brownian motion) is a continuous-time stochastic process in which the
logarithm of the randomly varying quantity follows a Brownian motion, also
called a Wiener process: see e.g. Ross [116] Section 10.3.2. It is applicable
to mathematical modelling of some phenomena in financial markets. It is used
particularly in the field of option pricing because a quantity that follows a GBM
may take any positive value, and only the fractional changes of the random vari-
ate are significant. This is a reasonable approximation of stock price dynamics
except for rare events.

A stochastic process S; is said to follow a GBM if it satisfies the following
stochastic differential equation:

dS(t) = uS(t)dt + oS(t) dW (t)

where W (t) is a Wiener process or Brownian motion and p (“the percentage
drift” or “drift rate”) and o (“the (percentage or ratio) volatility” ) are constants.

For an arbitrary initial value S(0) the equation has the analytic solution

S(t) = S(0) exp ((M - ";) t+ aW(t)) ,

which is a log-normally distributed random variable with expected value given
by E[S(t)] = e*S(0) and variance by Var(S(t)) = ¢**5(0)? (e"zt — 1).
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The correctness of the solution can be verified using It6’s lemma. The random

t
variable log ( %) is normally distributed with mean (u —

o?t, which reflects the fact that increments of a GBM are normal relative to the
current price, which is why the process has the name “geometric”.

%O’Q) t and variance

Example 8. The term Black-Scholes refers to three closely related concepts:

1. The Black-Scholes model is a mathematical model of the market for an
equity, in which the equity’s price is a stochastic process.

2. The Black-Scholes PDE is a partial differential equation which (in the
model) must be satisfied by the price of a derivative on the equity.

3. The Black-Scholes formula is the result obtained by solving the Black-
Scholes PDE for a European call option.

Fischer Black and Myron Scholes first articulated the Black-Scholes formula in
their 1973 paper, “The Pricing of Options and Corporate Liabilities.”: see [19].
The foundation for their research relied on work developed by scholars such
as Jack L. Treynor, Paul Samuelson, A. James Boness, Sheen T. Kassouf, and
Edward O. Thorp. The fundamental insight of Black-Scholes is that the option
is implicitly priced if the stock is traded.

Robert C. Merton was the first to publish a paper expanding the mathematical
understanding of the options pricing model and coined the term “Black-Scholes”
options pricing model.

Merton and Scholes received the 1997 The Sveriges Riksbank Prize in Economic
Sciences in Memory of Alfred Nobel for this and related work. Though ineligible
for the prize because of his death in 1995, Black was mentioned as a contributor
by the Swedish academy.
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7. Black-Scholes model

The text in this section is taken from Wikipedia (English version). The Black-
Scholes model of the market for a particular equity makes the following explicit
assumptions:

1.

@

6.
7.

It is possible to borrow and lend cash at a known constant risk-free
interest rate.

. The price follows a geometric Brownian motion with constant drift and

volatility.

There are no transaction costs.

The stock does not pay a dividend (see below for extensions to handle
dividend payments).

. All securities are perfectly divisible (i.e. it is possible to buy any frac-

tion of a share).
There are no restrictions on short selling.
There is no arbitrage opportunity.

From these ideal conditions in the market for an equity (and for an option on
the equity), the authors show that it is possible to create a hedged position,
consisting of a long position in the stock and a short position in [calls on the
same stock|, whose value will not depend on the price of the stock.

Notation. We define the following quantities:

S, the price of the stock (please note as below).

V(S,t), the price of a financial derivative as a function of time and
stock price.

C'(S,t) the price of a European call and P(S,t) the price of a European
put option.

K, the strike of the option.

r, the annualized risk-free interest rate, continuously compounded.

1, the drift rate of S, annualized.

o, the volatility of the stock; this is the square root of the quadratic
variation of the stock’s log price process.

t a time in years; we generally use now = 0, expiry = 7.

IT, the value of a portfolio.

R, the accumulated profit or loss following a delta-hedging trading
strategy.

N(z) denotes the standard normal cumulative distribution function,

1.2

1 X
N(z) = — e 2% dz.
@W-—=]
I . .
N'(x) = ——=e 2% denotes the standard normal probability density
V2T
function.
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Black-Scholes PDE. Simulated Geometric Brownian Motions with Parameters
from Market Data

In the model as described above, we assume that the underlying asset (typically
the stock) follows a geometric Brownian motion. That is,

dS(t) = pS(t)dt + oS(t) dW (t),
where W (t) is a Brownian motion; the dW term here stands in for any and all

sources of uncertainty in the price history of a stock.

The payoff of an option V' (S,T') at maturity is known. To find its value at an
earlier time we need to know how V' evolves as a function of S and T'. By Ito’s
lemma for two variables we have

AV (S(t),1) oV (S(t),1) 102V (S(t),t)
= TdS(t) + Tdt + SR T d{S,S)(t)

_ (NS@)@V (S(8),1) , AV (S(t),1) +%(725<t>252‘/(5(t),t)) "

dv (S(t),t)

oS ot 052
oV (5(1):1)
as

Now consider a trading strategy under which one holds a(t) units of a single
option with value S(t) and b(t) units of a bond with value B(t) at time ¢. The
value V' (S(t),t) of the portfolio of the trading strategy (a(t),b(t)) is then given
by

+oS(t) AW (t). (3.208)

V (S(t),t) = a(t)S(t) + b(t)p(t). (3.209)
Observe that (3.209) is equivalent to

t),t
In addition, a(t) = %, which is called the delta hedging rule. Assum-

ing, like in the Black—Sholgs model, that the strategy (a(t), b(t)) is self-financing,
which by definition implies
dV (S(t),t) = a(t)dS(t) + b(t) dB(1), (3.210)
we get
dV (t) = pa(t)S(t) dt + b(t) dB(t) + oa(t)S(t) dW(t). (3.211)

Assume that the process t — f(t), i.e., the bond price, is of bounded varia-
tion. By equating the terms with dW(¢) in (3.208) and (3.211) we see a(t) =
w. From this and again equating the other terms in (3.208) and
(3.211) and using (3.209) we also obtain
V(S(t),t) 1 54,207V (S(t),1)
——— 4+ o S(t) ———————= | dt
( a7 5

oV (S(t), t)) dp(t) (3.212)

— b(t) dB(t) = (v (). 5) = SO—2, 0
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If the interest rate for the bond is constant, i.e., if d3(t) = r3(t)dt, or, what
amounts to the same, 5(t) = 5(0)e’, then from (3.212) it also follows that

oV (S(t),t) 1 4, L0V (S(t),1)
T LR BT
—r (v (S(1), 1) — sw%) . (3.213)

If we trade in a single option continuously trades in the stock in order to hold

shares, then at time ¢, the value of these holdings will be

oV (S(t),t)

oS '
The composition of this portfolio, called the delta-hedge portfolio, will vary from
time-step to time-step. Let R(t) denote the accumulated profit or loss from
following this strategy. Then over the time period [¢,t + dt], the instantaneous
profit or loss is

0
s
TI(t) = V (S(t),£) — S(t)

oV (S(t),1)

dR(t) = dV (S(1).1) — =55

dS(t).
By substituting in the equations above we get

OV (S(t),t) 1 5 50V (S(t),t)
dR(t) = (T +50°8 T) dt.

This equation contains no dW () term. That is, it is entirely risk free (delta
neutral). Black, Scholes and Merton reason that under their ideal conditions,
the rate of return on this portfolio must be equal at all times to the rate of return
on any other risk free instrument; otherwise, there would be opportunities for
arbitrage. Now assuming the risk free rate of return is » we must have over the
time period [t,t + dt] (Black-Scholes assumption):

OV (W) | 1 4@V (S(E),)
—_— = —————" ] dt.

o 207 T o
Observe that the Black-Sholes assumption comes down to the assumption of

self-financing, because the results If we now substitute in for II(¢) and divide
through by dt we obtain the Black-Scholes PDE:
2
oV (S(t),t) N 102828 V (S(t),t) N 7nS(?V (S(t),1)
ot 2 052 oS

Observe that the Black-Sholes assumption comes down to the assumption of
self-financing, because the resulting partial differential equation in (3.213) and
(3.214) is the same. With the assumptions of the Black-Scholes model, this
partial differential equation holds whenever V' is twice differentiable with respect
to S and once with respect to t. Above we used the method of arbitrage-free
pricing (“delta-hedging”) to derive some PDE governing option prices given the
Black-Scholes model. It is also possible to use a risk-neutrality argument. This
latter method gives the price as the expectation of the option payoff under a
particular probability measure, called the risk-neutral measure, which differs
from the real world measure.

rI1(t) dt = dR(t) = (

PV (S(t),t) = 0. (3.214)
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Black-Scholes formula. The Black-Scholes formula is used for obtaining the price
of European put and call options. It is obtained by solving the Black-Scholes
PDE as discussed - see derivation below.

The value of a call option in terms of the Black-Scholes parameters is given by:
C(S,t) = C(S(t),t) = S(t)N(dy) — Ke " T"YN(dy) with (3.215)

log(£) + (r + %2) (T —1)
= T =1

The price of a put option is:
P(S,t) = P(S(t),t) = Ke """ N(=dy) — S(t)N(—dy). (3.217)

For both, as above:

and dg = d1 — oV T—1t. (3216)

1. N(-) is the standard normal or cumulative distribution function.

2. T —t is the time to maturity.

3. S = S(t) is the spot price of the underlying asset at time t.

4. K is the strike price.

5. r is the risk free interest rate (annual rate, expressed in terms of con-
tinuous compounding).

6. o is the volatility in the log-returns of the underlying asset.
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Interpretation. The quantities N (d;) and N (dg) are the probabilities of the
option expiring in-the-money under the equivalent exponential martingale prob-
ability measure (numéraire = stock) and the equivalent martingale probability
measure (numéraire = risk free asset), respectively. The equivalent martingale
probability measure is also called the risk-neutral probability measure. Note
that both of these are probabilities in a measure theoretic sense, and neither of
these is the true probability of expiring in-the-money under the real probability
measure.

Derivation. We now show how to get from the general Black-Scholes PDE to
a specific valuation for an option. Consider as an example the Black-Scholes
price of a call option, for which the PDE above has boundary conditions

C(0,t) =0 for all ¢
C(S,t) > Sas S — w
C(S,T) = max(S — K, 0).

The last condition gives the value of the option at the time that the option
matures. The solution of the PDE gives the value of the option at any earlier
time, E [max(S — K,0)]. In order to solve the PDE we transform the equation
into a diffusion equation which may be solved using standard methods. To this
end we introduce the change-of-variable transformation

0.2

T=T-t, u(z71)=C (Ker_(r_%‘ﬂ)T,T - T) ', and x = log%Jr (r==<)r.

Note: in fact in case we consider a call option we replace V (S(¢),t) with
C' (S(t),t). Instead of u we may also consider

/U(xy t) =V (K@‘Z*(T*%UQ)(Tft)’ t) €T(T_t),

In case we consider a European call option we take as final value for v: v(z,T') =
V(Ke*,T) = C(Ke*,T) = max (Ke® — K,0) = K max (e —1,0). Then the
Black-Scholes PDE becomes a diffusion equation

ou 1 ,0%u
or 27 o2
The terminal condition C(S,7T) = max(S — K,0) now becomes an initial con-
dition
u(z,0) = ug(x) = K max (e* — 1,0) .
Using the standard method for solving a diffusion equation we have

[ ~(e—y)*/(20%7)
uo(?/)e dy.
2T J_n

After some calculations we obtain
w(z,7) = Ke"* 2N (d) — KN (dy)

u(z,7) = -

where

T+ o3t X
and dy = ——.

di —
! oN\/T oN/T
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Substituting for u, x, and 7, we obtain the value of a call option in terms of the
Black-Scholes parameters is given by

C(S,t) = SN(dy) — Ke "IN (ds,),
where d; and dy are as in (3.216). The price of a put option may be computed
from this by the put-call parity and simplifies to
P(S,t) = Ke """ N(=dy) — SN(—d,).

Risk neutral measure. Suppose our economy consists of 2 assets, a stock and
a risk-free bond, and that we use the Black-Scholes model. In the model the
evolution of the stock price can be described by Geometric Brownian Motion:

dS(t) = pS(t) dt + o S(t) dW (1)

where W (t) is a standard Brownian motion with respect to the physical measure.
If we define

W(t) = W)+ —t.
Girsanov’s theorem states that there exists a measure () under which W(t) is a
standard Brownian motion, i.e., a Brownian motion without a drift term and
such that Eg [WN/(t)Q] = t. For a more thorough discussion on the Girsanov’s
theorem, which is in fact (much) more general, see assertion (4) in Proposition
4.24 in Chapter 4 Section 3. The quantity i
of risk. Differentiating and rearranging yields:

AW (t) = dW (t) — % dt.

ro. .
is known as the market price

Put this back in the original equation:
dS(t) = rS(t)dt + oS(t) dW (t).

The probability @ is the unique risk-neutral measure for the model. The (dis-
counted) payoff process of a derivative on the stock H(t) = Eq (H(T) | F;) is
a martingale under ). Since S and H are @Q-martingales we can invoke the
martingale representation theorem to find a replicating strategy — a holding of
stocks and bonds that pays off H(t) at all times ¢t < T. The measure () is given
by Q(A) =E[e #(1,], A e Fr, where

Z(t)=1<u_r> t+ 2w,

o o

In fact a more general result is true. Let s — h(s) be a predictable process such

that E[exp <1f Ih(s)[? ds)] <% Put
200 = [ awts) + 3 [ o

Deﬁne the measure @, by Qn(A) = E[e % T)lA] A e Fp. Put Wi(t) =
W(t) + So s)ds. Then the process W), is a Brownian motion relative to the
measure Q. The proof of this result uses Lévy’s characterization of Brownian
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motion: see Corollary 4.7. It says that a process W}, is a QQ,-Brownian motion
if and only if the following two conditions are satisfied:

(1) The quadratic variation of W), satisfies (W, W) (¢) = t.
(2) The process W), is a local martingale relative to the measure Q.

(For a proof of this result see Theorem 4.5.) In our case we have (W,,, W) (t) =
(W, W) (t) = t, and so (1) is satisfied. In order to establish (2) we use It
calculus to obtain:

6_Zh(t) Wh (t) = J

0
Zn(

t t

e~ W (s) — L e ZhOW, (s)h(s) dW (s).

Since the process t — e~ %) is a martingale we see that the process W) is a

local @,-martingale.

We like to spend more time on the Black-Sholes model and the corresponding
risk-neutral measure. Again we have trading strategy (a(t),b(t)) of a financial
asset and a bond. Its portfolio value V(¢) := V (S(t),t) is given by V(t) =
a(t)S(t) + b(t)p(t). Here S(t) is the price of the option at time ¢ and [(¢)
is the price of the bond at time ¢. It is assumed that the process t — S(¢
follows a geometric Brownian motion: dS(t) = uS(t) dt+oS(t) dW (t), or S(t) =

S(O)GUW(tH(“féaz)t. Let S(t) be the discounted price of the option, i.e.,

S(t) = @5@). (3.218)

Put W(t) = W(t) + Sé q(s) ds, where

Then the process S(t) satisfies the equation

s = PO (UL O BN ) osio il
dS(t) = 30 S(t)d <UJ0 (,u 5(3)) ds + W(t)) S(t)dW(t). (3.219)
Put Z,(t) = L q(s) dW (s) + %L q(s)? ds. By Girsanov’s theorem the process

t— WN/(t) is a (standard) Brownian motion under the measure Q, given by
Qq(A) = E[e%D14], A € Fy. The solution S(t) of the SDE in (3.219) can
be written in the form

S(t) = §(0)e” V=30 (3.220)

Assume that the portfolio is self-financing we will show that
V(t) =E% [%h(S(T)) | Cﬂ] , telo,T], (3.221)
where V(T') is equal to the contingent claim A (S(T')) at the time of maturity
T. Of course, E% [F ‘ fﬂ] denotes the conditional expectation of F' relative
Q,, given the o-field F, = o (W (s) : s < t) of the variable F € L' (Q,Fr,Q,)

with respect to the probability measure Q,. Another application of Itd’s lemma
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together with the definition of S(t), W(t) and V(t) = %V(t) shows the

following result

dv (t) = —%vm dt + % AV (t)

(the hedging strategy (a(t),b(t)) is self-financing)
pO)B' (1) p(0)

= eV Dt + Zey (a®) dS() + b(2)dB(1)

(employ the equation for the option price S(t))

_ BO)FQR) B(0) . g .,
- -5y V(t)dt + ﬁ(t)S(t) (u (t) dt + b(t) 0 dt + dW(t))
_ _Bope
R TRE (a(t)S(t) + b(t)5(t)) dt
g'(t)

1+ B0 g (,ua(t) i+ b0
_ J&@)%S(t) d {é f: (u - g(j))) ds + W(t)}

B(t)
= oa(t)S(t) dW (t). (3.222)

dt + adW(t))

(]
B By 2020, wind could provide one-tenth of our planet's
ra I n p O W e r electricity needs. Already today, SKF's innovative know-
how is crucial to running a large proportion of the
world’s wind turbines.
Up to 25 % of the generating costs relate to mainte-
nance. These can be reduced dramatically thanks to our

stems for on-line condition monitoring and automatic
jcation. We help make it more economical to create
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eet this challenge!
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In fact the equality in (3.222) could also have been obtained by observing that
AV (t) = a(t)dS(t), and dS(t) = ocdW(t). (3.223)
From (3.222) we infer

N t

Tty = 7(0) + af als) div(s), (3.224)

0

and hence, the process t — ‘7(15) is a martingale with respect to the measure
Q- So from (3.224) we get

BO). o q 1O
a3V O =Vt =E° V()| 7| B [B(T)V(T) | 33], (3.225)

and hence
Vi) =E* {%V(T) | 5‘3] = E% [%h(s(ﬂ) | 32} . (3.226)

In addition, we observe that

S(t)B(T)e Lo (T—t)+o(W(T)-W (1))

) exp UT ( SS ) ds + o (V’V(T) - W(t)))
o (o110 (M_;az) )
xexp<J ( )ds+a(W(T)-W(t)+fq(s>ds))

— S(0)elr T*”W(” = S(T). (3.227)
Inserting the equality for S(T) from (3.227) into (3.226) yields

_ g | 50 BI) toriyvo(Wr)-iwe
V(t) =E® [B(T)h<8(t) 50 >\fﬂ]. (3.228)

Since the variable S(t) is measurable with respect to F;, Since process t — W(t)
is a Q,-Brownian motion, the variable W(T) — W (t) and the o-field F, are Q-
independent. Moreover, the process t — [(t) is supposed to deterministic.
Hence, since the variable S(t) is measurable with respect to F;, we deduce that

V(t) =V (5(t),1)

= i) p(T) 102(Tt)+0x/ﬁy> —3?

- 7 L s (5 sty (5229)
Hence if the pay-off, i.e. the value of the call option at expiry (time of maturity
T), is given by h (S(T)) = max{S(T) — K, 0}, then the value of the portfolio
at time ¢ < T is given by the formula in (3.229). If 5(t) = 5(0)e™, then this
integral can be rewritten as in (3.215) with C' (S,t) = C (S(¢),t) = V (S(¢),t) =
V(t). Similarly, if h (S(T)) = max {K — S(T),0}, then P (S,t) = P(S(t),t) =
V (S(t),t) = V(t) is the price of a European put option: see the somewhat
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more explicit expression in (3.217). For a modern treatment of several stock
price models see, e.g., Gulisashvili [60].

8. An Ornstein-Uhlenbeck process in higher dimensions

Part of this text is taken from [146]. Let C' (t,s),t > s, t, s € R, be a family of
d x d matrices with real entries, with the following properties:

(a) C(t,t) =1, te R, (I stands for the identity matrix).

(b) The following identity holds: C(¢,s)C(s,7) = C(t,7) holds for all real
numbers ¢, s, 7 for which t > s > 7.

(¢) The matrix valued function (¢, s, z) — C(t, s)x is continuous as a func-
tion from the set {(¢,s) e R? x R*: ¢ > s} x R? to R

Define the backward propagator Yc on C, (RY) by Yo (s, t)f(z) = f(C(t, s)z),
reR? s<t and feC, (Rd). Then Y is a backward propagator on the space
Cy (RY), which is o (C, (RY) , M (R?))-continuous. Here the symbol M (R?)
stands for the vector space of all signed measures on R%. The operator family
{Yo(s,t) : s <t} satisfies Yo (s1, 82) Yo (82, 83) = Yo (81, 83), 81 < S9 < 83.

Let W (t) be standard m-dimensional Brownian motion on (2, F;,P) and let
o(p) be a deterministic continuous function which takes its values in the space
of d x m-matrices. Put Q(p) = o(p)o(p)*. Another interesting example is the
following:

Yo (s:1) f(x)

_ (27r1)d/2 J eIl (C(t, S)z + ( f tC’(t,p)Q(p)C(t,p)*dp) " y) dy

—E l f (C’(t, 8)z + f t C(t, p)o(p) dW(p))] , (3.230)

s

where Q(p) = o(p)o(p)* is a positive-definite d x d matrix. Then the propaga-
tors Yoo and Ye g are backward propagators on Cj, (Rd). We will prove this.
The equality of the expressions in (3.230) is a consequence of the following ar-
guments. Let the variable ¢ € R? have the standard normal distribution. Fix
t > 7. Both variables

XT%(t) :=C(t,7)x + JtC (t,p)o(p)dW(p), t=r, and

t 1/2
C(t,m)x + (f C’(t,p)Q(p)C’(t,p)*dp) E t=m, (3.231)

T

are R%valued Gaussian vectors. A calculation shows that they have the same
expectation and the same covariance matrix with entries given by (3.242) below
with s = t.

Next suppose that the forward propagator C' on R? consists of contractive op-
erators, i.e. C(t,s)C(t,s)* < I (this inequality is to be taken in matrix sense).
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Choose a family S (t,s) of square d x d-matrices such that C(¢t,s)C(t,s)* +
S(t,s)S(t,s)" =1, and put

1
Yos (57 t) f(m) = (27T)d/2

In fact the example in (3.232) is a special case of the example in (3.230) provided
Q(p) is given by the following limit:

L I=C(p—h)Cp-n)"
Q(p) = lim 7
If Q(p) is as in (3.233), then

S(t,s)S(t,s)" =1—-C(t,s)C(t s)" = Jt C (t,p)Q(p)C (t,p)* dp.

The following auxiliary lemma will be useful. Condition (3.234) is satisfied if the
three pairs (C1, S1), (Cs, Se), and (Cs, S3) satisfy: C1CF+515F = CoC5+5,55 =
C3C5 + 5555 = 1. 1t also holds if Cy = C (3, 11), and
L
S]S]* = C'(t],p) U(p)O’(p)*C (tj7p)* dp7 j = 17 27 and

tj_l

5,55 = f " (ta, p) () (0)*C (b p)* dp.

0

Je_§|y|2f (C(t,s)x + S(t,s)y) dy. (3.232)

(3.233)

ant to do”?
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3.89. LEMMA. Let Cy, Sy, Cs, Sa, and C3, S5 be dx d-matrices with the following
properties:

Cs = CoCy,  and 0388705 + 5555 = 5353, (3.234)
Let fe Yy (]Rd), and put
1 1 2
Yiof(x) = an Je_i"y' f (Cix + Syy) dy; (3.235)
(2m)
1 1 2
Yosf(x) = 773 Jez'y' [ (Cox + Say) dy; (3.236)
(2m)
1 1 2
Yisf(z) = i Je‘?lm f(Csx + Ssy) dy. (3.237)
(2)

Then Y1,2Yz,3 = Y1,3-

PROOF. Let the matrices C; and S;, 1 < j < 3, be as in (3.234). Let
fedq, (]Rd). First we assume that the matrices S; and C5 are invertible, and
we put Az = S;'Cy1Ss, and Ay = S;'Cy'S,. Then, using the equalities
in (3.234) we see A3Af = [ + A A5. We choose a d x d-matrix A such that
A*A = T+A5Ay, and we put D = (A™1)" A3 As. Then we have AZ A3 = [+D*D.
Let f € Cy, (R?). Let the vectors (y1,72) € R? x R? and (y, z) € R x R? be such

that
v\ _ (A4 —Ay AT Y
(yg) = <O A-1 M (3.238)
Since
AgAS (I 4 AsAN) ™ = Ay (I + ASAy) 71 AL
we obtain

Hence, the absolute value of the determinant of the matrix in the right-hand
side of (3.238) can be rewritten as:

Ag —AQAil
det (A3A3)  det (I + A2A3)
- = = 1. 2
det (A*A)  det (I + A%A,) (3:239)

From (3.238) and (3.239) it follows that the corresponding volume elements
satisfy: dy; dy, = dy dz. We also have

= |y]* + |z — Dy|*. (3.240)

2

— |det Aj (det A) !

yil* + [ys

Employing the substitution (3.238) together with the equalities dy; dy, = dy dz
and (3.240) and applying Fubini’s theorem we obtain:

1 1 2 2
Yiatasfle) = (2m)d er 2 (bl )f(Czcle + CoS1y1 + Say) dyrdys
_ 1 —3(lyPP+l=—Dy|?)
= @) er f(Csz + Szy) dy dz
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— —(27r1)d/2 fe_éyﬁf (0313 + Sgy) dy = Y1’3f<x> (3241)

for all f € Cy (Rd). If the matrices S; and Cs are not invertible, then we
replace the €y with Cy. = e °Cy and S, satisfying C.Cf, + 5157, = [,
and lim. ;0 S1. = S;. We take Sy, = e7°S; instead of S;. In addition, we
choose the matrices Cy, € > 0, in such a way that Cy Cy, + 5255, = I, and
limgw 0275 = CQ.

This completes the proof of Lemma 3.89. 0

We formulate a proposition in which an Ornstein-Uhlenbeck process plays a
central role. Here p — o(p) is a deterministic square matrix function, and

Q(p) = a(p)a(p)*.

3.90. PROPOSITION. Put X™*(t) = C (t,7)z + S: C(t,p)a(p)dW (p). Then the
process X7 (t) is Gaussian. Its expectation is given by E[X™*(t)] = C (¢, 1)z,
and its covariance matriz has entries (s, t =1
min(s,t)
P-cov (X](s), X[" (1)) — ( | ctmewe sy dp) (3.242)
T j,k
Let {(Q, FP..), (X(t),t=0), (Rd, Bd)} be the corresponding time-inhomogen-
eous Markov process. By definition, the P-distribution of the process t +—
X7%(t), t = 7, is the P, ,-distribution of the process t — X(t), t = 7. Then this
process is generated by the family operators L(t), t = 0, where

L(t) f(x) :% Y, Qint)D;Dif (@) + (Vf(x), Alt)x). (3.243)

Jk=1

-1
Here the matriz-valued function A(t) is given by A(t) = 1,1{{)1 C(t+ f;L, t) ‘

The semigroup e**), s >0, is given by
1 f()

= [ (0 [ ey

. s .\
= — 6—%Iy|2f eSAM 4 4 ePADQ(1)erAD* g y | dy
(2) / 0

~ [ p(sinit) f0)dy (3.244)
where, with Qaw)(s) = J P2 OQ(1)eP D dp, the integral kernel p (s, z,y;t) is
0
given by
p(s,z,y;t)
_ 1 (3 {(Quy ) (e 1Va) y=esa0z))

(2m) %2 (det Qg ()"
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If all eigenvalues of the matriz A(t) have strictly negative real part, then the
measure

1 * -
B +— B )d/2 Je_5|y|213 (J epA(t)Q(t)epA(t) dpy) dy
s 0

defines an invariant measure for the semigroup e’*®, s = 0.

A Markov process of the form {(,F,P.,), (X (t),t = 0), (R?, Bga)} is called
a (generalized) Ornstein-Uhlenbeck process. It is time-homogeneous by putting
C(t,s) = e==94 where A is a square d x d-matrix. We will elaborate on the
time-homogeneous case. In this case we write, for z, b € R,

S(t)f(x) :=E l f <e‘t‘4x +(I—e™) b+ f t e~ (=944 dB(s))] o (3.245)

0

where f : R? — C is a bounded Borel measurable function. If f belongs to
Co (R?), then S(t)f does so as well. For brevity we write
1

X't)=ez+ (I —e™)b+ f e~ E=9G dW (s).
0

EXPERIENCE THE POW

FULL ENGAGEMENT...

RUN FASTER.
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RUN EASIER...
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It also follows that for such functions lim o S(¢)f(z) = f(z) for all z € R%
Since we also have the semigroup property S (1 + t3) f = S (t1) S (t2) f for all
t1, to = 0, it follows that the semigroup t — S(¢) is in fact a Feller semigroup.
Theorem 3.37 implies that there exists a time-homogeneous Markov process

{(,F, P, (X(1),£ 2 0), (9, > 0), (R?, Bra)}

such that for a bounded Borel function f we have

E, [f (X)) =ELf (X*(t)] = S(t)f(2), v e R". (3.246)

Nest we prove the semigroup property. First we observe that, for z € R% and
tla t2 2 07
to
X7 (t +t2) = e PAXT (1) + (I — %) b+f e 27 G AW (s + 1) . (3.247)
0

Let (2", F",P) be the probability space on which the process t — W(t) is a
Brownian motion. Let (ffl’v ) 1= Pe the internal history of the Brownian motion
{W(t): t =0}, so that FV = o (W(s) : s <t). Then by the equality in (3.247)
we have

E[f(X*(t+t2) | F] (3.248)

to
=E[f <e—t2AXl’ (tr) + (I - tzA)bJrJ e Mg dw (s+t1)> \?Xf]

0
We employ the fact that the state variable X* (¢;) is 9’2/:/ -measurable, and that

t1+1t2 t2
[ - [Tt e (s ) - w )
t1 0

is ]P’—independent of S"le and possesses the same P-distribution as the variable
§i e 27045 dW (s) to conclude from (3.248) the following equality:

E[f (X" (t1+t)) | FV]

to
=E [f <e_t2Az + (I — e_tQA) b+ J e~ (2= Ag g7 (s))] ‘Z:XI(tl)

“E[f (X ()] |y - (3.249

From (3.249) it follows that the process t — X?(t) is a Markov process and
that, by the definition of the operators S(t), t = 0,

(
Sty +ta) f(x) =E[f (X" (t1 + t2))]
—E[E[ (X ()] | gy | = E[S (1) £ (X7 (1)

We calculate the differential dX*(t) and the covariation process (X%, X7 (t):
dX®(t) = —A(X*(t) —b) dt + cdW (s), and (3.251)

t
(X2 XN (1) L (e—sAo_O_*e—sA*>j1 i} ds = cov (X7.(t), X2(t)). (3.252)
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In other words the process t — X*(t) satisfies the equation

t t
X*(t) =x+J A(b— X*(s)) ds—l—f o dW (s). (3.253)
0 0
Since its covariation is deterministic we have that the covariation coincides with
its covariance: see (3.252). Let f : R — C be a bounded continuous function
with bounded and continuous first and second order derivatives. Next we apply
[t6’s lemma, and employ (3.251) and (3.252) to obtain

FXE() = £ (X9(0) = fo VI (X*(5)) - {=A(X"(s) = b)} ds

1 & .
+ §j1§1 ) D; Dj, f (X*(s)) <€_SAO'O'*6_SA >j1,jz ds
+ Jt Vf(X%(s)) odW(s). (3.254)
0

Upon taking expectations in the right-hand and left-hand sides of (3.254), using
the fact that the stochastic integral in (3.254) ia a martingale, and letting ¢ | 0
shows:
— E[f(X* — (X"
LAf(e) e i SO @) = F@) L ELF(X7(0) — f (X7(0)
tl0 t tl0 t
1 ¢ .
= (A=) VI +5 3 (00", Dy Duf@).  (3255)

Ji1,J2=1

In the following proposition we collect the main properties of the time-homo-
geneous Ornstein-Uhlenbeck process ¢ — X*(t). It is adapted from Proposition
3.90. In adition, o = o(p) is independent of p.

3.91. PROPOSITION. Put X%(t) = e "a + (I —e ™) b+ [ e~ =P dW (p).
Then the process X*(t) is Gaussian. Its expectation is given by E[X*(t)] =
ety + (I — e_tA) b, and its covariance matrix has entries

min(s,t)
P-cov (X7 (s), X2 (1)) = (J e~ PG gF et AT dp) (3.256)
0

J1.J2
Let {(Q, FP..), (X(t),t=0), (Rd, Bd)} be the corresponding time-inhomogen-
eous Markov process. By definition, the P-distribution of the process t — X*(t),
t = 7, is the P,-distribution of the process t — X (t), t = 0. Then this process
15 generated by the operator La, t = 0, where

Laf0) =5 3 (00°);, DaDaf(@) — (VF(), Al =) (3:257)

The semigroup e’t4, s = 0, is given by

A £ (2)
-F lf (e_SA(x —b)+b+ r e~ (=g dW(P))]

0
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1 12 _ s _ % — * 1/2
= (27T>d/2fe 21y f (e Az —b) + b+ (L e PAgore P4 d,o) y) dy

~ [pasiz) ) dy (3.258)
where, with Q 4(s) = f e PAaate P dp, the integral kernel py (s,z,y) is given
0
by
pa (s z,y) = ! (=3{@a@) ™ (y=e~*A@=t)=b)y—e~**(@=b)=b))

2m)" (det Qa(s)) "

If all eigenvalues of the matriz A have strictly positive real part, then the measure

1 1 o %
— e Je2|9213 (b —|—J0 e Ploorert ydp> dy (3.259)

defines an invariant measure for the semigroup e*¥4, s > 0.
)

PROOF. The results in Proposition 3.91 follow more or less directly from
those in Proposition 3.90. The result in (3.259) follows by letting s — o0 in
the second equality of (3.258) or in the definition of the probability density

pa(s,z,y). O

For more information about invariant, or stationary, measures see, e.g., [146]
(Chapter 10) and the references therein like Meyn and Tweedie [97].

In order to apply our results on the Ornstein-Uhlenbeck process to bond pricing
and determining interest rates in financial mathematics the identities and results
in the following proposition are very useful. It will be applied in the context of
the Vasicek model.

3.92. PROPOSITION. Let the notation and hypotheses be as in Proposition 3.91.
Put

A(t,T) = J

0

T—t

T
e Phdp = f e Pds = At (] — e_(T_t)A) , 0<t<T,
t

where the last equality is only valid if A is invertible. Let y be a vector in RY.
The following assertions hold true.

(1) The following identity is true for 0 <t <T':
T
J X=(s)ds — A(LT) (X*(t) — b) + (T — t)b+f Alp, T) o dW(p). (3.260)
t

(2) The random vector StT X?(s)ds is Gaussian (or, what is the same, mul-
tivariate normally distributed) with conditional expectation given by

E Uf)@(s) ds | a} _E UTX@"(S) ds | Xx(t)] _A(T) (X7 (#) — b)+ (T—1)b,
(3.261)
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and covariance matriz given by (1 < j1, jo < d)

cov <£T X2 (s)ds | Xz(t),f X2 (5)ds | X””(t))
- (fA(p, TYoo*A(p,T)" dp)jhjz. (3.262)

(3) The random variable <y St X*(s ds> 18 normally distributed with con-
ditional expectation given by

(o i o] o) v
= (y, A, T) (X*(t) = b)) + (T (3.263)

and variance given by

ar (<y L ' X (s) ds> | Xw(t)) = LT l0* A (p, T)" y[* dp. (3.264)

(4) The conditional expectation of exp ( <y St X*( ds>) given Fy s log-
normal, and

o (- 10 ] (o ) 3]

—xp (~ 0 AT X0 - 0) = (=000 + [ o (01" o )
(3.265)
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PROOF. (1) From (3.247) we see, for s > t,

S

X% (s) = e DX (1) —b) + b+J e~ PG AW (p) . (3.266)

t

Then we integrate the expressions in (3.266) against s for t < s < T, and we
interchange the integrals with respect to ds and dW (p) to obtain the equality
n (3.260). This proves assertion (1).

(2) Although the process t — StTA(p, T) dW (p) is not a martingale, it has
enough properties of a martingale that its expectation is 0, and that its quadratic
covariation matrix is given by the expression in (3.262). The reason for all this
relies on the equality:

ft Ap, 4) dW(p) = f A(p,T) dW(p) - f A(p,T) dW(p),  (3.267)

0 0

combined with the fact that the process t — S(t) A(p,T) dW (p) is a martingale.
So we can apply the Itd isometry and its consequences to complete the proof
of assertion (2). An alternative way of understanding this reads as follows.

Processes of the form s — X%(s), s < 0, and ¢t — St X*(s)ds, 0 <t < T,
consist of Gaussian vectors with known means and variances. For 5= t we use
the representation in (3.266) for X*(s), and for St X?*(s)ds we employ (3.260).

(3) The proof of this assertion follows the same line as the proof of the assertion
in (2).

(4) If the stochastic variable Z is normally distributed with expectation p and
variance v? = E[(Z — p) ] then E [e”] = et 2" This result is applied to the

variable Z = — <y St X*(s ds> to obtain the equality in (3.265).

This completes the proof of Proposition 3.92. 0

3.93. LEMMA. Let the notation and hypotheses be as in the proposition 3.91 and
3.92. Suppose that the matrixz A is invertible. The following equality holds for
0<t<T:

T
f A(p,T)oc"A(p,T)" dp
— (T —t)AYoo™ (A*) ' — A(t,T) A oo™ (A*) ' — A loo™ (A*) VA (¢, T)*
T—t
+ f e PAA oo (AF) e P dp. (3.268)

0
If the invertible matriz A is such that Aco™ = ao* A*, then the following equality

is valid for 0 <t < T':
T
f A(p,T)oo™A(p,T)" dp
t

— (T —t)A oo™ (A*) ™ — A(t,T) A oo™ (A*) ' — % (A(t,T))* oo* (A*)7!
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= (T —t— A, T) - %A (A(t,T))2) Aroo* (A7 (3.269)

Observe that an equality of the form Acc* = go*A* holds whenever A = A*
and the matrix oo* is a “function” of A. In particular this is true when d = 1
and A = a is a real number.

PROOF. Since A is invertible we have A (p,T) = (I — e~ T=P4) A~ and so

JA( T) 00" A(p, T)* dp

J — e (T=P) A loo (A1 (I — e’(T’p)A*> dp
f

) A loo *(A5)7! (I - e’pA*) dp
— A oo (A*) T — A4, T) A oo* (A*) ' — A7 loo* (A*) VA (H, T)*

T—t
+ f e PAA oo (AF) e P dp. (3.270)
0

The final equality in (3.270) proves (3.268). Next we also assume that Aco™* =
oo*A*. Then oo*e 4" = ¢=P4g0*, and hence

Tt
f e PAA oo (AY) e P dp
0

= JT_t e 2 dp A oo™ (A"‘)_1 e A
0
= % (I — GQ(T_t)A) A 200* (A*)_1 e A" (3.271)
A simple calculation shows
% (I —e 204 = A(t, T)A - % (A(t,T))* A%, (3.272)

and so the equalities in (3.271) show

Tt . Tt
f e PA A oot (AN e P dp = f e 24 dp A oo™ (AF) !

0 0

— (A(t,T) - % (A(t,T))? A) A lgo* (A)7T. (3.273)

A combination of (3.270) and (3.273) together with the equality co*A (t,T)* =
A(t,T)oc* then yields the equality in (3.269), completing the proof of Lemma
3.93. 0

Before we discuss the Vasicek model we insert Girsanov’s theorem formulated
in a way as we will use it in Theorem 3.101. In fact we will formulate it in a
multivariate context.
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3.94. THEOREM. Let {X(t): 0 <t <t} be an Ité process satisfying
dX(t) =ov(t)dt + u(t)dW(t). 0<t<T.
Suppose there exists a process {0(t) : 0 <t < T}, with the property that

P UOT 19(t)* dt < oo] —1,

such that the process v(t) — u(t)0(t) has this property as well. Assume further-
more that the process t — E(t), 0 <t < T, defined by

&t —exp< Je ) dW (s ——f|9 ) (3.274)

15 a P-martingale, which is guamnteed provided E [€ =1for0<t<T.

Define the measure P* = &(T). Then

t WH(L) 1= W(t)+f9(s)ds, te0,7),

is a Brownian motion w.r.t. P* and the process {X(t) : 0 <t < T} has a rep-
resentation w.r.t. W*(t) given by

dX (1) = (v(t) — u(t)(t)) dt + u(t) dW*(2).
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We shortly show that {€(¢): 0 <t < T} is a diffusion process. Set Y(t) =
Sé O(s)dW(s), 0 < t < T, and consider the function f(t,z) € C%([0,T],R)
defined by

1 t
f(t,x) = exp (—x — §J 16(s)[? ds) :
0
Then we clearly have that E(t) = f (¢, Y (¢)). By Itd’s formula we have

de(t) = —% 0(t)|> £(t) dt — E()0(t) AW (¢) + %S(t) d(Y,Y) (t)

= —% 0> E(t) dt — E()O(t) dW (t) + %8@) 0(t)|* dt
= —A()E(t) dW (1) (3.275)

Hence, it follows that

E(t) = 8(0)—f 0(s)&(s) dW (s),

0

which in general is a local martingale for which E[E(¢)] < 1. It is a sub-
martingale, but not necessarily a martingale. If, for 0 < ¢t < T, the expecta-
tion E[E(t)] = 1, then t — E(t), 0 < ¢t < T, is a martingale. If Novikov’s

condition, i.e., if E [exp <% S(? |9(t)|2 dt)] < oo is satisfied, then the process

{E€(t): 0 <t < T} is a martingale. For details on this condition, see Corollary
4.27 in Chapter 4. For more results on (local) exponential martingales see sub-
section 1.3 of Chapter 4 as well. In section 3 of the same chapter the reader may
find some more information on Girsanov’s theorem. In particular, see assertion
(4) of Proposition 4.24 and Theorem 4.25.

8.1. The Vasicek model. In this subsection we want to employ the results
in Proposition 3.92 with d = 1 to find the bond prices in the Vasicek model.
Until now we were always working in the physical probability space (€2, F,P).
In order to calculate the fair price of a financial instrument one often uses the
method of risk-neutral pricing. Through this technique the price of a financial
asset is the expectation of its discounted pay-off at the so-called risk-neutral
measure (). The risk-neutral measure is equivalent to the physical measure P.
Suppose for example that {S(t)} ., is the price of a certain asset at time t.

The price of our asset at time ¢ discounted to time 0 is then given by S(t) :=
e~ lor(wdug (t). As a main property of the risk-neutral measure, the family of

discounted prices {g(t)} is a ()-martingale. This means that for every s,

0 < s <t, we have
E [§(t) | ffs] —E [e—%r(u)dusu) | s—g] — e Nrdug(s)y = §(s),  (3.276)

where expectations E are with respect to ). Because of this property, a risk-
neutral measure is also called an equivalent martingale measure. Roughly speak-
ing, the existence of such a measure is equivalent with the no-arbitrage assump-
tion. We will use this martingale property to price a zero-coupon bond. That
is a financial debt instrument that pays the holder a fixed amount named the

Download free eBooks at bookboon.com



face value at maturity T'. For simplicity we take 1 as face value. The price of a
zero-coupon bond is then given by the following theorem.

3.95. THEOREM. Consider a zero-coupon bond which pays an amount of 1 at
maturity T'. The price at time t < T 1is then

P(t,T)=E [e—f r(s)ds | s—z] . (3.277)

PrRoOOF. We use the above explained property that the discounted price
e~ %o7(®)ds P(¢ T) is a martingale, and the trivial fact that P(T,T) = 1,

- Sf) r(s) dsp(t> T) - E [67 SoT r(s) dsP(T, T) ‘ g:t] =F [67 SOT r(s)ds | 3’t:|

_ o lr@dsg [6—53“ s | gt] , (3.278)

The bond’s price can thus be written as P(¢t,7) = E [e‘f ris)ds | Stt]. This
completes the proof of Theorem 3.95. O

Formula (3.277) is an expression of the bond’s price for an arbitrary chosen
interest rate process. We will now apply this to our Vasicek model {r(t)},,.
We will investigate three methods that all lead to the same result stated in the
following theorem. We follow the approach of Mamon in [94]. For an alternative
approach see [114] as well.

3.96. THEOREM. Consider a zero-coupon bond which pays an amount of 1 at
maturity T'. Suppose that under the risk-neutral measure the short rate follows
an Ornstein-Uhlenbeck process: dr(t) = a (b —r(t)) dt+odW (t). The fair price
of the bond at time t < T is then given by

P(t,T) = e—A(LT)T(t)JrD(ET)’ (3.279)
where
A(t,T) = tme™ ™ e:(T_t), and
i)~ AGTD =T Z 2:f) (@’ —0%/2) 0214[(12 T (3.280)

Equation (3.279) is an affine term structure model. In fact, the bond yield y;(T)
is defined as the constant interest rate at which the price of the bond grows to
it’s face value, i.e., P(t,T)e?"T~t) = 1. We thus find that

_ —log P(t,T) _ A(t,T)r(t) - D(t,T)

which is indeed affine in r(¢). The yield curve or term structure at time t is the
graph (T, ().
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8.1.1. Bond price implied by the distribution of the short rate. The first
method to calculate the bond price is quite straightforward. It calculates the
conditional expectation in formula (3.277) by determining the distribution of

E[§ r(s)ds | 7.

FIRST PROOF OF THEOREM 3.96. Because formula (3.277) shows that the
bond’s price at time ¢ is conditional on F;, we may assume that r(¢) is a pa-
rameter. Using formula (3.266) (for d = 1, and A = 1) with starting time ¢ we
find, for s > t,

S

r(s) = r(t)e 7D 4 b (1- e*“(sft)) + J e~ =P g dW (p).
t

We want to determine the distribution of e~ % "®)4s conditioned by F;. Note
that because of the Markov property of the Otnstein-Uhlenbeck process (or
more generally for diffusion processes: see the equality in (3.249)), this distri-
bution will only depend on 7(t). Let’s start by determining the distribution of
StT r(s) ds given F;. This distribution is normal, and essentially speaking this it
follows from Proposition 3.92 and Lemma 3.93. First of all from assertion (3)
in Proposition 3.92 we get by (3.263)

E uTr(s) ds | 53] =FE uTr(s) ds | r(t)] = A(t,T) (r(t) — b) + (T — t)b.

(3.281)
Secondly from (3.264) and (3.269) in Lemma 3.93 we get

var (LTXI(S) ds | X%)) = TGQ (A(p,T))* dp
- (T—t—A(t,T)

—

%

a
2

The equality in (3.279) of Theorem 3.96 then follows from (3.282) and (3.265)
in (4) of Proposition 3.92. O

(A(t, T))2) . (3.282)

IS
o

8.1.2. Bond price by solving the PDE. A second method that is proposed to
calculate the bond’s price in the Vasicek model, is by solving partial differential
equations. More precisely, we will derive a PDE for the bond’s price by using
martingales.

Taking into account the Markov property of the process {r(t)},., (see equality
in (3.249)) one can introduce the following variable:

P(t,T)=E [e*f*@) ds | sft] —E [e*f rl)ds | r(t)]
_E [e—sf r(5)(2) ds] |

Here r(s), s > t, is the function of r(¢) given by

P (t,T,r(t)). (3.283)

z=7“(t):'

r(s) = r(t)e 0 4 b (1- ea(s_t)) + f e~ =) dW (p). (3.284)
t

Download free eBooks at bookboon.com



An introduction to stochastic processes:
Advanced stochastic processes: Part | Brownian motion, Gaussian processes and martingales

We now provide a second proof of Theorem 3.96.

SECOND PROOF OF THEOREM 3.96. We will apply I1to’s formula to the
function f(t,z) = e~ %7 dsP(¢ T, z). Then we obtain

E[e—fo” ds _ p(0,T,7(0) |33]—e Br@ds p (¢ T, r(t)) — P(0,T,r(0))

_ f t [_r(u>e-sgr<s> “P (0, T () + oS lP LTI
+ Lt [e%‘r@ as 0P %}Z;(U))] (a(b—r(w) du+ odW(u))
T %2 L t [e—sa‘r<s>ds52p g:(g)’;(“))] du. (3.285)
Put
f(t) = —r(t)e_%’"(s) Sp(t,T,r(t)) + G_SST(S)dSM
e 2RO o - o)
‘%e—ss a0 Pé’;(T) .7 () (3.286)
360°
thinking.
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From the equality in (3.285) it follows that the process ¢t — Sé f(u)du is a
martingale. By Lemma 3.97 below it follows that f(¢f) = 0 P-almost surely.
From (3.286) it then follows that the function P(¢,T,z) satisfies the following
differential equation:

OP (t,T,x) N OP (t,T,x) o P (t,T,x)

—xP(t,T,x) + A . (a(b—1x))+ 5 e

=0.
(3.287)

From (3.283) and (3.284) it follows that

—1
(7P(t, T, w) _ (1 . e—a(T—t)) P(t, T, x) — _A(t T)P(t, T, :U) (3.288)

ox a
From (3.288) we easily infer that

P(t,T,z) = C(t,T) e AtDe, (3.289)
Inserting this expression for P (¢, T, z) into (3.287) yields the first order equation

1 oCt,T) O0A(T) o2 )

— — — A(t,T) {a(b— —A(t,T)* = 0.
(3.290)
A(t, T
Because —1 — % + aA(t,T) = 0, the equality in (3.290) implies:
(
1 oC(t,T) o? 9

—abA(t, T)+ —A(t,T) = 0. 291

Since C(T,T) = P(T,T,0) = 1 from (3.291) we infer C(¢,T) = e”*") and
hence
Pt,T) =P (t,T,r(t) = e AL O+DED),

which completes the proof of Theorem 3.96 by employing the PDE as formulated
in (3.287). 0J

The equation in (3.287) is called the PDE for the bond price in the Vasicek
model.

3.97. LEMMA. Let (Q, (Ft) =0 ,IP’) be filtered probability space, and let the right-
continuous adapted process { f(t)},5, be such that for some sequence of stopping

times (7)o, Which increases to oo, the integrals Sé |f(5)| 1,7, ds are finite P-

almost surely. If the process t — S(t) f(s)ds is a local martingale, then f(t) =0
P-almost surely for almost all t.

/ /

ProoF. Fix 0 < T < co. By localizing at stopping times (7)), ., Tr < T,
neN, 7, 1 o (n — o) we may assume that

E UOT £ (s)] ds] < . (3.292)

Otherwise we replace f(t) with f (t) 1j01(t), and prove that f (¢) 1 -1(t) = 0
for all n e N. But then f(¢) = 0, by letting n — co0. So we assume that (3.292)
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is satisfied. Then for 0 < s <t < T we have
| o+ U F(p)dp| fﬂ} _E [ [ roran ffs] - [ 10ap 29
0 s 0 0

From (3.293) we infer that E [Si flp)dp | 3'“3] = 0, P-almost surely, for all 0 <

s <t < T. differentiating with respect to ¢ then results in E [f(¢) | F] = 0
P-almost surely for all 0 < s <t < T. But then, by the right-continuity of the
process {f(t)},>, it follows that

f(s) = lglmE [f(t) | F5] =0, P-almost surely.
This completes the proof of Lemma 3.97. 0

8.1.3. Bond prices using forward rates. The third and last method to calcu-
late a bond’s price in the Vasicek model, is based upon the concept of forward
rates. Indeed, in the Heath-Jarrow-Morton pricing paradigm the closed-form
of the bond’s price follows directly from the short rate dynamics under the so-
called forward measure. Suppose we are at time t. We want to know the rate
of interest in the period of time between T} en Ty with t < T} < Ty. This is
called the forward rate for the period between 77 and 75 and we denote it by
f(t, Ty, T5). When the rates between time ¢ and 7} and between time ¢ and T5
are known - write R, and Ry - we must have:

B (Ti=1) f (6T, To)(Te=T1) _ Ro(To—t)

Hence, we find for the forward rate
Ry (Ty —t)— Ry (Th — )

t, T, T3) = .
f( y 41, 2) T2 — T1
Applying this in our framework of bond prices, R; and Ry equal the bond yields:
—log P (t,T1) —log P (t,T3)
R =—o- WU p o7 172
1 T1 —¢ y 2 T2 —¢ 3

such that the forward rate is given by

- lOg P (ta T2) B IOg P (ta Tl)
t,17,1T5) = .
f( sy L1y 2) T2 — Tl
When 77 and T3 come infinitesimally close to each other, we obtain a so-called
instantaneous forward rate. The instantaneous forward rate at time 1" > ¢ is

. logP(t,T)—logP(t,t')  JdlogP(t,t)

J1) == i T—¢ G
Solving this partial differential equation for P (¢,7") on [t,T] we find immedi-
ately that

=T "

P(t,T) = e i f(t)ds, (3.294)

Later on we will see that the link between the instantaneous forward rate and
the short rate is the so-called forward measure. In the sequel, we will need two
properties of conditional expectations under change of measure. These results
can be found in [32]. In the following theorems IP is a probability measure on a
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d
o-algebra F, the probability measure () « P is such that % = Z. Furthermore

G is a sub-c-algebra of . The symbol E denotes expectation w.r.t. P, while
E? stands for expectation w.r.t. Q.

3.98. THEOREM. In the notation of above, it holds that

dQ |,
ng=1E:[Z\9].

PROOF. Take an arbitrary B € §. We need to show that
Q(B)=E[E[Z]|5]1s].
Indeed:
E[E[Z|S]1s] =E[E[Z15]| S]] =E[Z15] = Q(B).
This completes the proof of Theorem 3.98. O

3.99. THEOREM. For any F-measurable random variable X :
E[Z]S]E?[X|S] =E[2X|S].

PROOF. Let Y = E[Z | G]. Take B € G arbitrary, then:
E°[15E[ZX | S]] =E[Y1:E[ZX | §]| =E[E[Y15ZX | §]]
=E[Y15ZX] =E?[V15X] = E?[E®[15YX | §]]
=E“[1:E?[vX | 9]].
J

In the first step we used that 1gE [ZX } G| is G-mesurable. Hence we could
apply Theorem 3.98 which tells us that d@ ‘ 6= Y dP ‘ . Because the previous
reasoning holds for all B € § we must have:

E[ZX |G] =E°[YX|G] =YE®?[X|G]

what proves the claim in Theorem 3.99. 0

As well as the economic term forward rates, we introduce the concept of a
numéraire. A numéraire is a tradeable economic security in terms of which
the relative prices of other assets can be expressed. This allows us not only to
compare different financial instruments at a certain moment, it makes it also
possible to compare the prices of assets at different times. A typical example
of a numéraire is money. The random variable M (t) = elor(s)ds represents the
value at time ¢ of an asset which was invested in the money market at time
0 with value 1. Recall that in accordance with the definition of a risk-neutral
measure (), the price of an asset relative to the money market is a martingale.
In our new notation the expressions in (3.276) become:
S(t ¢ s S(s
with 0 < s < t. We say that ) is an equivalent martingale measure for the
numéraire {M(t)},.,. Let N(t) be the price at time ¢ of another traded asset.
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Suppose that Q* is an equivalent martingale measure for {N(t)},,, i.e. for all

0<s<t: 5 S
t
g [ 50 5] 2 St
N(t) N(s)
We can also define this measure on the basis of the Radon-Nikodym derivative

of Q* w.r.t. Q.

3.100. THEOREM. Suppose that Q) is an equivalent martingale measure for the
numéraire {M(t)},o,. Let Q* be an absolutely continuous measure w.r.t.
defined by the Radon-Nikodym derivative:

dQ* = M(0) N(t)
dQ "% M(t) N(0)’
where N(t) > 0 is the price at time t of a particular asset. Then Q* is an
equivalent martingale measure for {N(t) : t = 0}.

I, = (3.295)

PROOF. Denote expectations w.r.t. @ by E and w.r.t. Q* by E*. Let
S(t) be the price of an asset at time ¢ > 0 and assume S(t) € L* (Q,F;, Q) N
L% (Q,5,Q%). For t > s > 0 we find using Theorem 3.99

E*l%\%]ﬁ[ oo )< 17
M) | MO M) S(s)
NOE 0 | 7| arey e~ vy

The proof of Theorem 3.100 is complete Now. (|
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Note that the measures () and Q* are equivalent because of the strictly posi-
tiveness of the Radon-Nikodym derivative. We already mention the following
theorem which transforms the dynamics of a process under () to a process under

Q*.

3.101. THEOREM. Let Q be an equivalent martingale measure for {M(t)},., and
let Q* be defined by equation (3.295). Assume {X(t): 0 <t <t} a diffusion
process with dynamics under @)

dX(t) =b(t,X(t)) dt + o (t,X(t)) dW(t).
Let also M (t) and N(t) have dynamics under Q given by
dM(t) = mprdt + op dW(t), dN(t) = my dt + oy dW ().
Then the dynamics of {X (t) : 0 <t <t} under Q* is given by

AX(t) = b(t,w) dt — o (t,w) (AZ—Z) - %) dt + o (t,w) dW*(t),

where

WHE =W + f (37t~ i)

PROOF. It is clear that we want to apply Girsanov’s Theorem 3.94. But then
we need to know how 6 (t,w) in expression (3.274) looks like. From expression
(3.275) we know that

dl'y = =0 (t,-) T dW (t). (3.296)
On the other hand:

L M) (N@)\  M(0)dN(H)M(t) — N(t)dM(t)
=N ¢ (M<t>> ~N0) I0OE
_ #}\%)2 ((my dt + o dW () M(£) — N(£) (mag dt + on dW (2))).

(3.297)

Because {I'; : 0 <t < T} is a martingale we must have that the coefficient of dt
is 0, hence

M(0)

dl'y = NOMD? (on dW ()M (t) — N(t)on dW (1))
_ (W _ M_@)> T, dW (b).
Comparing this with (3.296) we have that
Ot,w) = -4 TN

M(t)  N(t)
Finally applying Girsanov’s Theorem 3.94 to this we have

dX(t) = b(t,w) dt — o (t,w) (A%) - %) dt + o (t,w) dW*(1),
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with

W*(t) = W(t) + Lt (% - %) ds.

Altogether this completes the proof of Theorem 3.101. 0

In order to make the link between the short rate r(t) and the instantaneous
forward rate f(¢,T), we introduce a new measure Q. Suppose again that Q is
the risk neutral measure w.r.t. the money market and [E the expectation w.r.t.

Q.

3.102. DEFINITION. Take T' > 0. The forward measure Q7 is defined on JFr by
setting

o dQT _ M(O> _ —Sgr(s) s
I'p:= Yol WP(T, T)P(0,T) =e “p(0,T),

where

M(t) = es(t) 7(s) ds, and P (t, T) =F [67 §7r(s)ds ‘ gft] .

By the previous theorem we conclude that Q7 is an equivalent martingale mea-
sure which has a bond with maturity 7" as numéraire.

For t < T we can easily calculate I'; as follows:
M©) | P(T,T)
Ly =E|Tr | F| = E T
t [r |7 P(0,7) [M(T) |5
N ]_ P(t,T) N _St T‘(S)dSP (t,T)

POT) MH _° PO,T)

where we used in the second to last equality that @ has {M(t)},., as numéraire.

Now we have all theoretical background information to formulate the third proof
of Theorem 3.96.

THIRD PROOF OF THEOREM 3.96. Denote as before the expectation w.r.t.
Q by E and the expectation w.r.t. Q7 by E’. We have by Theorem 3.99 that
for any Fr-measurable random variable X and ¢t < T

E" [XjF] =T, '"E[XIr |F| =E [XI;—T | 31]
t

M(t)P(T,T) o {7 r(s) ds
-5 [ 7] - ¥ pay |

We want to express the forward rate in terms of the short rate. We got a formula
for the bonds price in function of both of them. Differentiating expression (16)
towards T' gives
0P (t,T
% = B|—r(T)e ¥ | 5| BT [-r(T)P(1,T) | 5]
C

— —E"[+(T) | F,] P (¢, T). (3.298)
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In the second step we used the above reasoning with X = —r(T)P (¢,T). Dif-
ferentiating now formula (3.294) with respect to 1" gives
OP (t,T)
oT

Comparing (3.298) en (3.299) we get the link between short rate and forward
rate

- —P(,T) f(t,T). (3.299)

f@&,T)=E"[r(T) | 7] (3.300)
Considering the right hand side of (3.300) we will need to describe the dynamics
of 7(t) under Q7 . Applying It&’s formula on f(¢,z) = €574 we immediately
find that dM(t) = r(t)M (t) dt. In the notation of Theorem 3.101 we thus have
oy = 0. If we then apply this theorem with X (¢) = r(t), Q* = QT, o (t, X (1)) =
o,b(t,X(t)=a(b—r(t)) and oy = —cA(t,T) P (t,T) we obtain:

dr(t) = (ab—c®A(t,T) —ar(t)) dt + o dW'(t)
—a (b — Z—z (1—e ™) — rt) dt + o dW™(t) (3.301)

where W7(t) is the QT-Brownian motion defined by
t

WT () = W(t) + o—f A(s,T) ds.

Expression (3.301) resembles an ordinary Vasicek process, except that the term

o

b—— (1 — e’“(T’t)) does depend upon t and is thus not a constant. However,
we will use a similar reasoning as in the classical situation to solve the SDE for
r(t) on the interval [¢t,T]. First, we apply Ito’s formula on g(t, z) = e™x:

at at 1—e a0 2 at at T
d (e"r(t)) = abe™ dt — oZe® dt + oe® dW™ (t)

2
— abetdt — (e” — e’“(T’%)) dt + oe™ dW™(t).
a

a

Integrating from ¢ to T" gives
eTr(T) — e™r(t)

T o2 (T T
= abf e ds — — f (e® — e_“(T_zs)) ds + UJ e dWT(s)
t a Ji t
o2

T
= b (eaT . eat) . E [é (eaT . eat) _ % (eaT _ e—a(T—Qt)):| + O_L s dWT(S)
2

T
= b (eaT o eat) o O-_ <€aT o 26at + efa(T—Zt)) + O_J s dWT(S)
t

a2
Thus we have that

r(T) = r(t)e*“(Tft) +0b (1 — e*a(T*t)) —

0.2

ﬁ (1 o 2efa(T7t) + 672(L(T7t))

T
+ crf e~ T=9) qWT(s).
¢
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And hence,
f(t,s) =E? [r(s) | 3’}]

2
= T(t)e—a(s—t) +b (1 _ e—a(s—t)) _ % (1 —9e—alst) 4 6—2a(s—t)>

2 o2
— T(t)e—a(s t) <b . _) (1 o e—a(s—t)) 4+ — ( —a(s—t) e_za(s_t)) .

2a? 2a2

Integrating results in

[ = )19 a5 =0 (1 - o) 4 <b ) (- e:(T_t))

+ _2 <1 _ e—a(T t)) o (1 o 6—2(1(T t))

2a3 4
=r()At,T) + (b——) —t—A sz))JrgA(t,T)2
— (DAL T) - (3.302)

Reminding formula (3.294) and formula (3.300) we find again that
P(t,T) _ e—A(t,T)Tt-i—D(t,T)-

This completes the third proof of Theorem 3.96. O
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9. A version of Fernique’s theorem

The following theorem is due to Fernique. We follow the proof of H.H. Kuo
[77].

3.103. THEOREM. Let (0, F,P) be a probability space and let X : Q — R? be a
Gaussian vector with mean zero. Put

1 P(|X| <v)

= 1 . 3.303
T wr 02 BP(X]> ) (3.303)
Then a > 0 and
1
E (exp (577 |X|2>) <o for n<a. (3.304)

For the proof we shall need two lemmas. The first one contains the main idea.

3.104. LEMMA. Let (Q,F,P) and X be as in Theorem 3.103. Let s > 0 be such
that P (| X| < s) > 0 and firt > s. Then

B(X|>1) _ (P(X]>(t-9)~2)
P(X|<s) P (X[ <) '

(3.305)

PROOF. Let (2® Q,F R F,PR®P) be the tensor product space of (Q2, F,P)
with itself and define X, i = 1, 2, by X;(w;,ws) = X(w;). Then the variables
X1 and X5 are independent with respect P ® P and their P & P-distribution
coincides with the P-distribution of X. We shall prove Lemma 3.104. for s = v
and t = u/2 + v. Since the vector (X, X;) is Gaussian with respect to P ® P
and since the components of X; — X5 are uncorrelated with the components
of Xy + X5 (with respect to the probability P ® P), it follows that the vectors
X1 — X5 and X; + X, are independent. Notice that { XdP = { X1dP® P =
§ X5dP ®P = 0 and that the covariance matrices of X, of (X; — X») /+/2 and
of (X1 + X5) /+/2 all coincide. It follows that the joint distributions of (X1, X5)
and of (Xl—Xg X1+ Xy

V2T W2

)Jequalities are now self-explanatory:

) are the same as well. Hence the following (in-

P(X| < U)P(yxy > u\/§+v> —PRP(IX)| <v) x IP@]P’<|X2] > u\/§+v>

=IF’®]P’(|X1| v and |X2\>U\/§+v>

=IP®]P’(|X1 <vV2 and | X) + X >2u+v\/§>

<P®P(\|le_\x2|y 2 and ]X1]+|X2|>2u+v\/§>

<SPRP(|Xy|>u and [Xy| >u) =P (|X]| > u)>. (3.306)
Inequality (3.305) in Lemma 3.104 follows from (3.306). O
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3.105. LEMMA. Let (2,F,P) and X be as in Theorem 3.103. Let v > 0 be such
that P (| X| <v) >0 and fizr £ € N and fix u> 0. Then the following inequality
15 valid:

P(Ix]>u(v2) +o((v2) - 1) (v2+1)) _(P(X][> )\
P (X[ <wv) \(P(\XKU))

(3.307)

PRrROOF. For ¢ = 0 this assertion is trivial and for £ = 1 it is the same
as inequality (3.305) in Lemma 3.104. Next suppose that (3.307) is already
established for ¢. We are going to prove (3.307) with ¢ + 1 replacing ¢. Again
we invoke inequality (3.305) to obtain

P(1X]>u(v2)"" o ((v2)" - 1) (v2+ 1))

P(X] <v)
e+1 z+1
P]X + -1 2+1)— 2
(P e o (=) )
P(|X] <)
2
POX}>u@@y+v<@5yfl>h@+1D
B P(|X| <v)
(induction hypothesis)
P(X]>u)\""
< (—P(‘X‘ —) (3.308)
The inequality in (3.308) completes the proof of Lemma 3.105. O

PRrROOF OF THEOREM 3.103. If X = 0, then there is nothing to prove. So

suppose X # 0 and choose strictly positive real numbers u and v for which
P(|X]| > u)

P(]X]év)<1' Put
1 P(|X| <w)
= 1
a(u,v) EE g P(X]> ) and
1+\f)
Bu) = PX| < 0) (5 'X'>“) 2(u+ o)
P (X <
Then a(u,v) > 0 and S(u,v) = P(|X| < exp( ta(u 1+\f)>
For s > u choose ¢ € N in such a way that
0+1 {+1
u(v2) ﬂ(( V) )( Va+1) > s

>u(v§)5+v<(ﬁ) _1> (Va+1).
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Then ) )
2£>(5+v(1+ﬁ)) 52 +v2(1+\@)

2ut0)?  2ut0)? | 2(u+o)?

and hence

P(X|>s) <P (yxy > (fz)g b <<\/§>£ - 1> (v2+ 1))
(inequality (3.307) in Lemma 3.105)
ixi<0 (FRZe)
< B(u, v) exp <—%a(u,v)52> < exp <—%a(u,v)s2> (3.300)

If 0 < n < «, then we choose u, v > 0 in such a way that a > a(u,v) > 7.
Then, for s > u, P(|X| > s) < exp (—3a(u,v)s?). Consequently, we get from
(3.309):

E <exp (%n |X|2> X > u)
- [(# (e (émxr?) > 61X] ) ds
0

(substitute £ = exp (37s?)

i)
exp( ) (1X] > u) +77Looexp (—%(a(u,v)—nw) sds
)

l
27

1
< exp ( eXp (—5 (a(u,v) —n) u2)
a(u, v) 2 (3.310)
exp | =nu” | . .
alu,v) —n P 277
From (3.310) we infer
1 2 2a(u,v) —n 1,
E —n|X < ——— = . 3.311
(o (5127)) = S = o (3 3t
Inequality (3.311) yields the desired result in Theorem 3.103. O

10. Miscellaneous

We begin this section with the Doob’s optional stopping property for discrete
time submartingales. Let {X(n):n € N} be a submartingale relative to the
filtration {F,, : n € N}. Here the random variables X (n) are defined on a prob-
ability space (2, F,P). The following result was used in inequality (3.164), the
basic step for the continuous time version of the following proposition.
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3.106. PROPOSITION. Let 7 be a stopping time. The process
{X(min(n, 7)) : n e N}

is a submartingale with respect to the filtration {F, : n € N} as well as with
respect to the filtration {S"min(nﬂ ‘ne N}.
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PRrROOF. Let m and n be natural numbers with m < n and let A be a
member of &F,,. Then we have

E (X (min(n,7))14) — E (X (min(m, 7)) 14)

_ 2 (E (X (min(k, 7)) 14) — E (X (min(k —1,7)) 14)}

= 2 {E (X (min(k, 7)) — X (min(k — 1,7))) Lanir=iy) }
= > E{E((X (min(k, 7)) = X (min(k — 1,7))) Langrsry) | Fao1}
k=m+1

(the event An {r = k} belongs to F_; for k = m+ 1, and the variable X (k—1)
is Fj_1-measurable)

= > E((E(X(k) | Fror) = X(k = 1)) Lanirsiy)
k=m+1
(submartingale property of the process {X (k) : k € N})

n

> > E(0x Langsg) = 0. (3.312)

k=m+1

The inequality in (3.312) proves that the process { X (min(k, 7)) : k € N} is a sub-
martingale for the filtration {J} : £ € N}. Since the o-field Fyyink,- is contained
in the o-field F, k € N, it also follows that the process

{X (min(k, 7)) : k € N}

is also a submartingale with respect to the filtration {S’min(m) ke N } because
we have

E (X(mln(m + 1, 7')) ‘ Sjmin(mﬂ—)) = E (]E (X(m + 1) ‘ gjm) ‘ g:’min(m,T))
> E (E (X (min(m +1,7)) | Fn) | Fuingm,r))

(employ (3.312))

> E (X (min(m, 7)) | Funinm,r)) = X (min(m, 7)). (3.313)
The inequalities (3.312) and (3.313) together prove the results in Theorem 3.106.
0J

Next we prove Doob’s maximal inequality for martingales.

3.107. PROPOSITION. Let {M(n) : n € N} be a martingale. Put
M(n)* = max |M(n)].

The following inequalities are valid:

LR M) > 2] (3.314)

P[M(n)* > Al < 5
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N 1
P{M(n)* = A < 2
Let {M(t) : t = 0} be a continuous time martingale that is right continuous and
possesses left limits. Put M(t)* = supgc, |[M(s)|. Again inequalities like
(3.814) and (3.315) are true:

E[|M(n)* : M(n)*

\%

Al (3.315)

P{M(t)* > A} < %E{\M(tﬂ L M) = A} (3.316)

P{M(t)* = \} < %E{]]\/[(t)\z D M()* = A} (3.317)

PROOF. We begin by establishing inequality (3.314). Define the events Ay,
Ay ={IM()| <N0<j<k—-1,|MKk)| =N, 1<k<n
Then (Ji_oAr = {M(n)* = \}, Ay n Ay = &, for k = ¢, 1 <k, { <n, and

Ay is Fp-measurable for 1 < k < n. Moreover on the event A, the inequality
|M (k)| = A is valid. From the martingale property it then follows that:

P(M(n)* =) = DB (Ag) < 1 D E(Ly, [M(B))
= 1 2 E(La, [E (M(n) | 53))

i
o

E ([E (14, M(n) | 54)))

i
o

M7=

N

E (E (14, |M(n)| | %))

i
o

[
N e e 1
ngh

i
o

E (s, [M(n)]) = ;]E(M(nﬂ M(n)* = 2). (3.318)

M7=

Notice that inequality (3.318) is the same as (3.314). The proof of (3.315)
goes along the same lines. The fact is used that the process {|M(n)|2 :neN}
constitutes a submartingale. The details read as follows. The events Ag, 1 <
k < n, are defined as in the proof of (3.314). The argument in (3.318) is adapted
as below:

k=0 )\2 k=0
< 53 DELE (MM [ 50)) < 33 DL (L, IM()P)
= s DB (4, M) = E (M) : M(n)* > )
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Again we notice that (3.319) is the same as (3.315). The inequalities in (3.316)
and (3.317) are based on a time discretization of the martingale {M (t) : t = 0}.
Therefore we write N(j) := M (j27"t) and we notice that {N(j):j e N} is
a martingale for the filtration {JFjo-n,: j € N}. From (3.314) we obtain the
inequality:
1
P ( max |N(j)| = )\) E(|M(t)|: M(t)* = N). (3.320)
osy<2n

Inequality (3.317) is obtained from (3.320) upon letting tend n to co. The proof
of (3.317) follows in the same manner from (3.315). O

We continue with a proof of the (DL)-property of martingales. More precisely
we shall prove the following proposition.

3.108. PROPOSITION. Let {M(s):s = 0} be a right continuous martingale on
the probability space (0, F,P). Fixt = 0. Then the collection of random vari-
ables

{M(1):0<7<t, 7 stopping time}
18 uniformly integrable.

PROOF. Fix a stopping time 0 < 7 < ¢ and write 7, = min (27"[2"¢],?).
Then 0 < 7, < t and every 7, is a stopping time. Moreover 7, | 7 if n tends
to c0. Since the pair (M(7,), M(t)) is a martingale for the pair of o-fields
(Fr., Ft) (Use Proposition 3.106 for martingales), the pair (|M (7,)], |M(¢)|) is
a submartingale with respect to the same pair of o-fields. As a consequence we
obtain:

E(IM()] - M()] 2 A) = E (lmninf [M (7)1 a9

n—0o0

(Fatou’s lemma)

< liminf B (| M (70)| 1jas(r)=2})

n—0o0

(submartingale property)

<liminf E (E (|M(0)] | F7.) Ljsro=ap)
= lminf E (|M(8)] L =a)
=lminfE (|[M ()| : |[M (1,)| = \)
n—ao0
E([M@)|: | M) =\). (3.321)
This proves Proposition 3.108. O

Remark. In the proof of Proposition 3.108. we did use a discrete approximation
of a stopping time. However we could have avoided this and consider directly the
pair (M(7), M(t)). From Proposition 3.107 we see that this pair is a martingale
with respect to the pair of o-fields (F,,F;). This will then imply inequality
(3.321) with 7 replacing 7,,. On the other hand the discrete approximation
of stopping times as performed in the proof of Proposition 3.108 is kind of
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a standard procedure for passing from discrete time valued stopping times to
continuous time valued stopping times. This is a good reason to insert this kind
of argument.

The main result of Section 3 of this chapter says that linear operators in Cy(F)
which maximally solve the martingale problem are generators of Feller semi-
groups and conversely. In the sequel we want to verify the claim in the example
of Section 3. Its statement is correct, but its proof is erroneous. Example 3.49
in Section 3 reads as follows.

3.109. EXAMPLE. Let Ly be an unbounded generator of a Feller semigroup in
Co(FE) and let py and vy, 1 < k < n, be finite (signed) Borel measures on E.
Define the operator Lj ; as follows:

n

D(Lzz) =) {f e D(Ly) : JLofduk = ffdyk} :

k=1
Liof =Lof, [€D(Lgp).
Then the martingale problem is uniquely solvable for L. In fact let
{(,F,P),(X(t):t=0),(w:t=0),(F,E)}
be the strong Markov process associated to the Feller semigroup generated by

Ly. Then P = P, solves the martingale problem

(a) For every f e D(Lj ) the process

is a P-martingale;
(b) P(X(0) = =) =1,

uniquely. In particular we may take E = [0,1], Lof = 3 f”,
D(Lo) = {f e C*[0.1] : f'(0) = f'(1) = 0},

i (1) = Sgi 1r(s)ds, vy = 0,0 < ap < fr < 1,1 <k <n. Then Ly generates
the Feller semigroup of reflected Brownian motion: see Liggett [86], Example
5.8, p. 45. For the operator L;; the martingale problem is uniquely (but not
maximally uniquely) solvable. However it does not generate a Feller semigroup.

From the result in Theorem 3.45 this can be seen as follows. Define the func-
tionals A; : D(Ly) — C, 1 < j < n, as follows:

A](f> = JLofd/L] — ffdyj, 1 <] < n.

We may and do suppose that the functionals Aj, 1 < j < n, are linearly
independent and that their linear span does not contain linear combinations of
Dirac measures. The latter implies that, for every xy € F and for every function
u € D(Ly), the convex subsets

D (L) n{{ge Co(FE) : Re g < Re g(xp)} +u} and
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D (L) n{{h e Co(E) : Re h = Re h(xo)} + u}

are non-void. The latter follows from a Hahn-Banach argument. Hopefully,
it will also imply that the quantities in (3.322) and (3.323) coincide. Since
D(L?) forms a core for Ly we may choose functions uy, 1 < k < n, such that
Aj(ug) = 6j, and such that every ug, 1 < k < n is in the vector of the two
spaces

{ue D(L3) : R(1)ue D(Ly)} and {ue D(L]): R(2)ue D(L1)}.

As operator L; we take Ly = L;y and for T' we take T'f = Z?:1 A (f )u,
e D(Ly).
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The remainder of this section is devoted to the proof of the following result.
Whenever appropriate we write R()) for the operator (Al — Lg) ™.

3.110. THEOREM. Let Lg be the generator of a Feller semigroup in Co(E) and
let Ly and T be linear operators with the following properties: the operator I —T
has domain D(Ly) and range D (Ly), Ly wverifies the mazimum principle, the
vector sum of the spaces R(I —T) and R(Li(I —T)) is dense in Cy(E), and
the operator Li(I —T) — (I —T)Ly can be considered as a continuous linear
operator in the domain of Ly. More precisely, it is assumed that
limsup |(Ly(I = T) — (I = T)Lo) R(N)|| < 1.
A—00

Then there exists at most one linear extension L of the operator Ly for which
LT s bounded and that generates a Feller semigroup. In particular, if the
martingale problem is solvable for Ly, then it is uniquely solvable for L.

Before we actually prove this result we like to make some comments. In order
to have existence and uniqueness for the extension L on R(7T) it suffices that
for every v € R(T') and for every zy € E the following two expressions are equal:

i inf {Re L1/ (ro) < nf Re ((5) ~v(s) > Re (7(z0) ~ v(0)) - } ;
(3.322)

lif{)l sup {Re Ly f(zo) : supRe (f(y) —v(y)) <Re (f(zo) —v(zo)) + 6} :
€l0 fep(Ly) yeE
(3.323)

This common value is then by definition Re Lov(zg). The value of Lov(xg) is
then given by [Lav] (z¢) = Re [Lov] (x9) — iRe [La(iv)] (zo) for v e R(T). Let
A;, 1 < j < n, be as in the example of section 1. For every zy € £ and for
every 1 < k < n there exist functions g, and hy € D(Ly) with the following
properties: Ag(gr) = Ao(hi) = ke, Re gr(x) < Re gr(zo) and Re hg(zg) <
hi(z) for all x € E and Re Ly (hy — gx) (o) = 0. It then readily follows that
the two expressions in (3.322) and (3.323) are equal for functions v in the linear
span of uy,...,u,. Notice that the function Re h; attains its minimum at zq
and that the function Re g; attains its maximum at zy. In order to define
[Liuk] (zo) we choose functions g, and hy, with As(gr) = Re Ay(hy) = —0ke in
such a way that the function Re g, attains its maximum at xy and that the
function Re hj attains its minimum at the same point zy. Moreover we may
and do suppose that Re Ly (gx — hi) (o) = 0. The value [Loug| (z9) is then

given by [Lyuy] (zo) = [L1 (g + wr)] (v0) = [L1 (hs + ur)] (o).

PROOF OF THEOREM 3.110. Let L be any linear operator which extends
L, and that has the property that its domain D (E) contains R(T") = T'D(Ly).
We~also suppose that L verifies the maximumNprinciple. Let L be the restriction
of L to R(I —T) and let Ly be the operator L confined to R(T"). We shall prove

that the operator L; has a unique extension that generates a Feller semigroup.
We start with the construction of a family of kind of intertwining operators
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{V(A) : A > 0 and large}. This is done as follows. The symbol R(\) is always
used to denote the operator R(\) = (Al — Ly)~". Define the operator V by

V=IL(I-T)—(I-T)L (3.324)

and define the operator V(A), A > ||LoT'| 5, via the equality

VN = AN = LT)' V. (3.325)
Then we have:
(M —Ly)(I =T)+ (M — L) T@ =T -T)(M —Ly—V(N). (3.326)
An equivalent form of (3.326) is the equality
V()

(M —=L) (I =T)+ (M — Lg) = (I =T)((N — Lo)—V(N) (3.327)
=(I-T)N —L)—(I-T)VN)={I-T)(I—-V(ANR\)) (M — Ly) .
Next we shall prove that the martingale problem is solvable for L;. We do this
by showing that the operator L; extends to a generator L of a Feller semigroup.

For large positive lambda we define the operators G(A) in Cy(E) as follows. For
f of the form f = (I —T)g, with g = (I — V(A)R(X))(A — Lo)h, we write

GO = GO —T)g = (I Ty T@) . (3.328)
and if the function f is of the form f = (A — Ly) (I — T)g we write
GA)f =GN —L)(I-T)g=I-T)g. (3.329)

If (M —Ly)(I—T)g1 = (I —T)go, then, since I — T is mapping attaining
values in the domain of L;, we see that (I — T)g1 — (I — T)g, belongs to
D(L;) and hence the following identities are mutually equivalent (we write

g2 = (L = VN RA)) (M = Lo) ha):

(I-T)g = (I—T—FT@) ho;
(L =T)gr = (I —=T)hs = TVE\)\) ho;
(L= L) (1 = T)gy — (I = T)h) = (AT = L) 77 Ny
(I —T)gs = (M — L) (I Ty T@) ha:
(I —T)(I—V\RO) A — L) hy = (M — Ly) (I ~T+ T@) ho;
(M — L) (I = Ty + O — L) TY Mgy — 01— 1) (1 T4 T%) ho.
(3.330)
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Since go = (I — V(A R(X))(A — Lg)hs it follows that
4

(M—i) (1 =1) (g1 = ha) = T—"ho)
(T — L) (I~ T)gs — (I — Tyha) — (M — L) T2V,
(I~ T)go— (AT — L) (I — Thha — (A — L) TV N,

= ([ =T)(I =V(A)RA)) (M = Lo) hy = (A = L) (I = T)hy

_ = L) YN,
M = L) (T =T+ O — L) TY N by — (AT = L) (1 = T
_od— )Wy, o (3.331)

Since the operator L verifies the maximum principle, it is dissipative, and so
the zero space of A — L is trivial. We conclude from (3.331) the identity
TV(ANR(AN)hy = (I—T)g1 — (I —T)hy and so the function TV (A) R(\)hs belongs
to D(Ly). Hence it follows that (3.330) is satisfied and consequently that the
operator G(\) is well-defined. Next we pick hy and hy in the domain of Ly and
we write

F=MI=T)M —Ly—V(A) ha+ (M — L) (I = T) (hy — Ahy) . (3.332)
A calculation will yield the following identities:
G\ f = (I = T)hy + TV (A)hs;
AGN)f — f = Ly(I = T)hy + LTV (Nhy = L(GA) f). (3.333)

Consequently we get ()J - E) G\ f = f, for f of the form (3.332). Since
we know [V(A)R(A)|; < 1 and since, by assumption the subspace R(I —T) +
R(Ly(I —T)) is dense in Cy(E), it follows that the range R(AI — L) is dense
for A > 0, A large. Since the operator L satisfies the maximum principle and
since L = Lyi(I —T) + LT it follows that the operator L that assigns to
G(N)f the function A\G\)f — f, fe RUI—T) + R(Ly(I —T)), is well defined
and satisfies the maximum principle. Below we shall show that the family

{G(X) : A >0, Xlarge} is a resolvent family indeed: see (3.337). The closure
of its graph contains the graph

{(([ — T)hl + ThQ,Ll(I — T)hl + LQThQ) : hl, hs € D(Lo)} .
Denote the operator with graph {(G(A) f, \G(A\)f — f) : f € Co(E)} again by L.

From the previous remarks it follows that the operator L verifies the maximum
principle, (Al — L)G(\)f = f for f € Cy(E) and that it is densely defined. The
latter follows because its domain contains all vectors of the form

U-T)VHh+LU-T)f=U-T)(i+{U-T)Li(I =T)fo+ TLof2) + TV fo.
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From a general argument it then follows that the operator L is the generator of
a Feller semigroup: for more details see [141], Theorem 2.2 page 14. Next let
hy and hy belong to D(Lg). Then we have

MG (T = T)hy + A = L) (T = T)hs)|
= M|GN)I = T)hy + (I = T)hy|,,

(the operator L is dissipative)

< (M =L) (GO =)y + (1= T)hs) Hw
— (I = T)hy + (M — Ly) (I — T)hs|, - (3.334)
Since the vector sum of the spaces R(I —T') and R(L;(I —T)) is dense it follows

from (3.334) that the operator G(\) extends as a continuous linear operator to
all of Cy(E). Moreover it is dissipative in the sense that

MG < 1. (3.335)
Next we prove that the operator G(\) is positive in the sense that f > 0,

f € Co(E), implies G(A)f = 0. So let f € Cy(F) be non-negative. There exist
sequences of functions (g,) and (h,) in the space D(Ly), for which

f = Jim (1= T)hy+ (A= Ly) (I = T)gy)

) \ J _\/
' _;J
Jj__j__‘b—J
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Put f, = (I — T)hy + (A — L) (I — T)g,. Then ()\I - Z) GO\ fu = fo (see

(3.332) and (3.333)). Since the operator L verifies the maximum principle it
follows that

ARe G(\)f, > inf Re (M - Z) G\ aly) = inf Re £, (y) (3.336)

yel

and hence Re A\G(\)f = Re lim,_,,c AG(X) f,, = 0. A similar argument will show
that the operator G(\) sends real functions to real function and hence G(A) is
positivity preserving. Next we prove that the family {G(\) : A > 0, large} is
a resolvent family. So let A and p be large positive real numbers. We want to
prove the identity

GN) = G(1) — (= VGG () = 0. (3.337)
First pick the function f € D(Lg) and apply the operator in (3.337) to the
function (Al — Ly) (I — T')f and employ identity G(\) ()\I — Z) f=1Ff for f
belonging to D (E) to obtain

(GA) = G(p) = (p = NG()GN) (M = L) (I =T)f = 0.

The operator in (3.337) also sends functions in the space R(I —T') to 0, because
we may apply (3.333) to see that

(81 = L) (GO) = G() = (= NGEGN) (I =T)f =0

for f € D(Ly). Finally we show that the resolvent family {G(\) : A > 0 large}
is strongly continuous in the sense that limy ., AR(A)f = f for all f € Cy(E).
Of course it suffices to prove this equality for a subset with a dense span. Next
we consider f € D(Ly) and we estimate

L =T)f =AGNI =T)f],
as follows:

(T =T)f = AGNT =T) [,

0

<§,@1_Ln«f—Tﬁ—AGuxI—Tﬁﬂ
1

A= L) =T)f =AM =T)fly = 1L =T)fll,- (3.338)

1
-5l .
Again this expression tends to zero. For brevity we write
FO\) = (I =VNEW) ™ f.
For f e D(Ly) the following equalities are valid:
AGA) =) Li(I =T)f = Li(I =T)f
= NGO =T)f =T =T)f = Li(I = T)f
= {N(I=T)R\) + TV(N)RA)? = XTI = T)(I = V(N)R(\)} F(\)
—Li(I-T)f
= {(I = T)ALoR(\) + X*TV(A)R(A\)> + A(I = T)V(A)R(A\)} F())
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—Li(I-T)f
~{(I=T)Lo+TV +(I-T)V} f—Li(I-T)f = 0. (3.339)

From (3.338) together with (3.339) we conclude that limy_,,, (AG(A)f — f) =0
for all in the span of R(I —T') and R (L;(I —T')). By assumption this span is
dense and consequently the resolvent family {G(\) : A > 0, A large} is strongly
continuous. In order to conclude the proof of the existence result we choose f;
and f, in the space D(Lg) and we notice the following identities:

G =T)(I = V(NRA) (M = Lo)fi + (A = Li)(I = T) fo}
= (I =T)(fr + f2) + TV(N)R(N) f1,

and so the space G(\)Cy(E) contains the linear span of the spaces R(I — T')
and R (TV(A)R(A)). From the resolvent equation it is clear that the space
G(N)Cy(F) does not depend on the variable A\. So we see that the space
G(a)Cy(E) contains, for a given function f € D(Lg) the family {\TV (A R(A)f :
A = a}. Hence the function TV f = A11_1r>r010 ATV (N)R()N) f belongs to the closure of

the space G(a)Cy(F). Since Ly(I=T)f =TV f+(I—-T)(L1(I =T)f + TLof),
for f € D(Ly), we conclude that the range of Li(I —T') is contained in the clo-
sure of G(a)Cy(FE). Since the latter space also contains R(I —T) it follows from
the density of the space

R(I-T)+ R(L(I-T))

in Cy(FE) that the domain of the resolvent, i.e. G(a)Cy(FE) is dense in Cy(FE).
From the previous discussion it also follows that the operator which assigns to
G (M) f the function A\G(\)f — f extends the operator L, restricted to R(I —T).
It is now also clear that the subspace {G(a)f : f € Co(E)} is dense and so it is
clear that the there exists a Feller semigroup generated by the operator L with

graph {(G(a)f,aG(a)f = [) : [ € Co(E)}-

For the uniqueness we proceed as follows. Let PL and P2 be two solutions for the
martingale problem. We define the family of operators {S(¢) : ¢t = 0} as follows:
S(t)f(z) =ELf(X(t) —E2f(X(t)) from the martingale property, it then follows
that S'(¢)f = S(t)Lf for f belonging to the subspace R(I —T) + R(L(I —T)).
Moreover we have S(0) f(x) = 0 for all functions f € Cy(E). Then we write (for
fiand f2 € D(Lo))

AN
0= | (‘%) e MS(GA) (I = T)fi + TLi(I = T) fo) dt
= [T e s (M=) 60 (1 = )i+ TLT =T

- e MS{) (I —T)fi + TLi(I = T) f») dt. (3.340)

Consequently S(t)(I —T)f1 = S(t)T'Ly(I —T) fo = 0 for all functions f; and f,
in the space D(Lgy). We also have, upon using (3.340) the following equality:

f S(r)Li(I — T)fdr = S(t)(I — T)f — S(0)f = 0. (3.341)

0
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Since by assumption the sum of the vector spaces R(I —T') and R(L;) is dense
in the space Cy(F), we conclude S(t) = 0 and hence from a general result on
uniqueness of the martingale problem, we finally obtain that P. = P2 for all
x € E. For more details see Proposition 2.9 (Corollary p. 206 of Tkeda and
Watanabe [61]). This completes the proof of Theorem 3.110. O
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D: dyadic rational numbers, 380

K strike price, 191

N(-): normal distribution, 191

P'(2): compact metrizable Hausdorff
space, 129

S: spot price, 191

T: maturity time, 191

A-system, 1, 68

Gs-set, 332, 334

M: space of complex measures on R”, 298

. 103

m-system, 68

o-algebra, 1, 3

o-field, 1, 3

o: volatility, 191

r: risk free interest rate, 191

(DL)-property, 416

adapted process, 17, 374, 389, 406

additive process, 23, 24

affine function, 8

affine term structure model, 210

Alexandroff compactification, 301

almost sure convergence of
sub-martingales, 386

arbitrage-free, 190

backward propagator, 197
Banach algebra, 298, 303
Bernoulli distributed random variable, 56
Bernoulli topology, 310
Beurling-Gelfand formula, 302, 303
Birkhoff’s ergodic theorem, 74
birth-dearth process, 35
Black-Scholes model, 187, 190
Black-Scholes parameters, 193
Black-Scholes PDE, 190
Bochner’s theorem, 90, 91, 308, 314
Boolean algebra of subsets, 361
Borel-Cantelli’s lemma, 42, 105
Brownian bridge, 94, 98, 99, 101
Brownian bridge measure
conditional, 103

Brownian motion, 1, 16-18, 24, 84, 94, 98,
101, 102, 105, 108-110, 113, 115, 181,
189, 193, 197, 243, 283, 290, 291

continuous, 104
distribution of, 107
geometric, 188
Holder continuity of, 154
pinned, 98
standard, 70

Brownian motion with drift, 98

cadlag modification, 395

cadlag process, 376

Cameron-Martin Girsanov formula, 277

Cameron-Martin transformation, 182, 280

canonical process, 109

Carathéodory measurable set, 363

Carathéodory’s extension theorem, 361,
362, 364

central limit theorem, 74

multivariate, 70

Chapman-Kolmogorov identity, 16, 25,
81, 107, 116, 149

characteristic function, 76, 102, 390

characteristic function (Fourier
transform), 98

classification properties of Markov chains,
35

closed martingale, 17, 150

compact-open topology, 310

complex Radon measure, 296

conditional Brownian bridge measure, 103

conditional expectation, 2, 3, 78

conditional expectation as orthogonal
projection, 5

conditional expectation as projection, 5

conditional probability kernel, 399

consistent family of probability spaces, 66

consistent system of probability measures,
13, 360

content, 362

exended, 362
continuity theorem of Lévy, 324
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contractive operator, 197

convergence in probability, 371, 386

convex function and affine functions, 8

convolution product of measures, 298

convolution semigroup of measures, 314

convolution semigroup of probability
measures, 391

coupling argument, 288

covariance matrix, 108, 197, 200, 203

cylinder measure, 360

cylinder set, 358, 367

cylindrical measure, 89, 125

decomposition theorem of Doob-Meyer, 20

delta hedge portfolio, 190

density function, 80

Dirichlet problem, 265

discounted pay-off, 209

discrete state space, 25

discrete stopping time, 19

dispersion matrix, 94

dissipative operator, 118

distribution of random variable, 102

distributional solution, 266

Doléans measure, 168

Donsker’s invariance principle, 71

Doob’s convergence theorem, 17, 18

Doob’s maximal inequality, 21, 23, 160,
384

Doob’s maximality theorem, 21

Doob’s optional sampling theorem, 20, 86,
381, 388, 409

Doob-Meyer decomposition

for discrete sub-martingales, 383

Doob-Meyer decomposition theorem, 148,
149, 295, 384, 410, 419, 421

downcrossing, 157

Dynkin system, 1, 68, 111, 300, 378

Elementary renewal theorem, 38

equi-integrable family, 369

ergodic theorem, 295

ergodic theorem in L2, 342

ergodic theorem of Birkhoff, 76, 340, 344,
354

European call option, 188

European put option, 188

event, 1

exit time, 84

exponential Brownian motion, 186

exponential local martingale, 254, 255

exponential martingale probability
measure, 192

extended content, 362

extension theorem

of Kolmogorov, 360
exterior measure, 364

face value, 210
Feller semigroup, 79, 113, 114, 120, 121,
140, 264
conservative, 114
generator of, 118, 137, 140, 143, 144
strongly continuous, 113
Feller-Dynkin semigroup, 79, 122, 264
Feynman-Kac formula, 181
filtration, 109, 264
right closure of, 109
finite partition, 3
finite-dimensional distribution, 373
first hitting time, 18
forward propagator, 197
forward rate, 214
Fourier transform, 90, 93, 96, 102, 251
Fubini’s theorem, 199
full history, 109
function
positive-definite, 305
functional central limit theorem (FCLT),
70, 71

Gaussian kernel, 16, 107

Gaussian process, 89, 110, 115, 200, 203

Gaussian variable, 153

Gaussian vector, 76, 93, 94

GBM, 186

geometric Brownian motion, 189

generator of Feller semigroup, 118, 137,
140, 144, 228, 230, 231, 233

generator of Markov process, 200, 203

geometric Brownian motion, 188

geometric Brownian motion = GBM, 186

Girsanov transformation, 182, 243, 280

Girsanov’s theorem, 193

graph, 232

Gronwall’s inequality, 246

Holder continuity of Brownian motion,
154

Holder continuity of processes, 151

Hahn decomposition, 295

Hahn-Kolmogorov’s extension theorem,
364

harmonic function, 86

hedging strategy, 188

Hermite polynomial, 258

Hilbert cube, 333, 334

hitting time, 18

i.i.d. random variables, 24
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index set, 11

indistinguishable processes, 104, 374, 386

information from the future, 374

initial reward, 40

integration by parts formula, 282

interest rate model, 204

internal history, 374, 394

invariant measure, 35, 48, 51, 201, 204
minimal, 50

irreducible Markov chain, 48, 51, 54

It6 calculus, 87, 278, 279

It6 isometry, 162

[t6 representation theorem, 274

[t6’s lemma, 189, 270

Jensen inequality, 149

Kolmogorov backward equation, 26

Kolmogorov forward equation, 26

Kolmogorov matrix, 26

Kolmogorov’s extension theorem, 13, 17,
89-91, 93, 125, 130, 357, 360, 361,
366

Komlos’ theorem, 295, 409, 420

Lévy’s weak convergence theorem, 115

Lévy process, 89, 389, 390, 392

Lévy’s characterization of Brownian
motion, 194, 249

law of random variable, 102

Lebesgue-Stieltjes measure, 364

lemma, of Borel-Cantelli, 10, 152

lexicographical ordering, 333

life time, 79, 117

local martingale, 194, 252, 264, 267, 268,
271, 278, 280

local time, 292

locally compact Hausdorff space, 15

marginal distribution, 373
marginal of process, 13
Markov chain, 35, 44, 58, 59, 66
irreducible, 48, 54
recurrent, 48
Markov chain recurrent, 48
Markov process, 1, 16, 29, 30, 61, 79, 89,
102, 110, 113, 115, 119, 144, 202, 406,
408
strong, 119, 406
time-homogeneous, 407
Markov property, 25, 26, 30, 31, 46, 82,
110, 113, 142
strong, 44
martingale, 1, 17, 20, 80-82, 85-88, 103,
109, 243, 280, 281, 378, 382, 396

(DL)-property, 227
closed, 17
local, 194
maximal inequality for, 225
martingale measure, 209, 281
martingale problem, 118, 128, 137, 140,
143, 144, 228, 230, 231, 235, 264, 265
uniquely solvable, 118
well-posed, 118
martingale property, 131
martingale representation theorem, 263,
275
maximal ergodic theorem, 351
maximal inequality of Doob, 386
maximal inequality of Lévy, 104
maximal martingale inequality, 225
maximum principle, 118, 140, 141, 143,
232
measurable mapping, 377
measure
invariant, 48, 201, 204
mesaure
invariant, 204
mesure
stationary, 204
metrizable space, 15
Meyer process, 419
minimal invariant measure, 50
modification, 374
monotone class theorem, 69, 103, 107,
110, 112, 116, 378, 394, 398, 401, 404
alternative, 378
multiplicative process, 23, 24, 79
multivariate classical central limit
theorem, 70
multivariate normal distributed vector, 76
multivariate normally distributed random
vector, 93

negative-definite function, 314, 316, 396
no-arbitrage assumption, 209

non-null recurrent state, 51

non-null state, 47

non-positive recurrent random walk, 57
non-time-homogeneous process, 23
normal cumulative distribution, 188
normal distribution, 197

Novikov condition, 281

Novikov’s condition, 209

null state, 47

numéraire, 215

number of upcrossings, 156, 379, 380

one-point compactification, 15
operator
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dissipative, 118

operator which maximally solves the
martingale problem, 118, 140, 228

Ornstein-Uhlenbeck process, 98, 102, 200,
201, 210

orthogonal projection, 340

oscillator process, 98, 99

outer measure, 363, 364

partial reward, 40
partition, 4
path, 373
path space, 117
pathwise solutions to SDE, 288, 289
unique, 291, 292
pathwise solutions to SDE’s, 244
payoff process
discounted, 193
PDE for bond price in the Vasicek model,
213
pe-measure, 362
persistent state, 47
pinned Brownian motion, 98
Poisson process, 26, 27, 29, 36, 89, 159
Polish space, 15, 90, 123, 334, 335, 360,
361, 366
portfolio
delta hedge, 190
positive state, 47
positive-definite function, 297, 302, 305,
314
positive-definite matrix, 90, 96, 197
positivity preserving operators, 345
pre-measure, 363, 364
predictable process, 20, 193, 418
probability kernel, 399, 408
probability measure, 1
probability space, 1
process
Gaussian, 200, 203
increasing, 21
predictable, 20
process adapted to filtration, 374
process of class (DL), 20, 21, 148, 149,
161, 409-411, 420, 421
progressively measurable process, 377
Prohorov set, 72, 335, 337-339
projective system of probability measures,
13, 121, 360
projective system of probability spaces,
125
propagator
backward, 197

quadratic covariation process, 249, 264,
279
quadratic variation process, 253

Radon-Nikodym derivative, 11, 408
Radon-Nikodym theorem, 4, 78, 408
random walk, 58

realization, 25, 373

recurrent Markov chain, 48
recurrent state, 47

recurrent symmetric random walk, 55
reference measure, 80, 81, 83
reflected Brownian motion, 228
renewal function, 35

renewal process, 35, 40
renewal-reward process, 39, 40
renewal-reward theorem, 41
resolvent family, 122

return time, 55

reward
initial, 40
partial, 40

terminal, 40
reward function, 40
Riemann-Stieltjes integral, 364
Riesz representation theorem, 295, 296,
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right closure of filtration, 109
right-continuous filtration, 374
right-continuous paths, 19
ring of subsets, 361
risk-neutral measure, 193, 209
risk-neutral probability measure, 192
running maximum, 23

sample path, 25
sample path space, 11, 25
sample space, 25
semi-martingale, 419
semi-ring, 364
semi-ring of subsets, 361, 362
semigroup

Feller, 264

Feller-Dynkin, 264
shift operator, 109, 117
Skorohod space, 117, 122, 128
Skorohod-Dudley-Wichura representation

theorem, 283, 286

Souslin space, 90, 361, 365, 366
space-homogeneous process, 29
spectral radius, 303
standard Brownian motion, 70
state

non-null, 47

null, 47
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persistent, 47
positive, 47
recurrent, 47
state space, 11, 17, 79, 117, 400, 406
discrete, 25
state variable, 11, 25, 117
state variables, 125
state:transient, 47
stationary distribution, 25, 51
stationary measure, 204
stationary process, 11
step functions with unit jumps, 159
Stieltjes measure, 364
Stirling’s formula, 54
stochastic differential equation, 182
stochastic integral, 102, 253
stochastic process, 10
stochastic variable, 11, 371
stochastically continuous process, 159
stochastically equivalent processes, 374
stopped filtration, 377
stopping time, 18, 20, 44, 58, 64, 68, 112,
252, 374-377, 381, 382, 405
discrete, 19
terminal, 18, 24
strong law of large numbers, 41, 76, 155,
340, 344
strong law of large numbers (SLLN), 38
strong Markov process, 102, 119, 121, 140,
406
strong Markov property, 44, 48, 113
strong solution to SDE, 244
strong solutions to SDE
unique, 244
strong time-dependent Markov property,
113, 120
strongly continuous Feller semigroup, 113
sub-martingale, 378, 381, 384
sub-probability kernel, 406
sub-probability measure, 1
submartingale, 17, 20, 227
submartingale convergence theorem, 158
submartingale of class (DL), 421
super-martingale, 378
supermartingale, 17, 20

Tanaka’s example, 292

terminal reward, 40

terminal stopping time, 18, 24, 83

theorem
1t6 representation, 274
Kolmogorov’s extension, 278
martingale representation, 275
of Arzela-Ascoli, 72, 73
of Bochner, 90, 304, 308

of Doob-Meyer, 20
of Dynkin-Hunt, 397
of Fernique, 221
of Fubini, 199, 330
of Girsanov, 277, 280
of Helly, 334
of Komlos, 409
of Lévy, 253, 270, 290
of Prohorov, 72
of Radon-Nikodym, 290
of Riemann-Lebesgue, 300
of Scheffé, 39, 278, 369
of Schoenberg, 314
of Stone-Weierstrass, 301, 305
Skorohod-Dudley-Wichura
representation, 283, 286
time, 11
time change, 19
stochastic, 19
time-dependent Markov process, 200, 203
time-homogeneous process, 11, 29
time-homogeneous transition probability,
25
time-homogenous Markov process, 407
topology of uniform convergence on
compact subsets, 310
tower property of conditional expectation,
5
transient non-symmetric random walk, 57
transient state, 47
transient symmetric random walk, 55
transition function, 119
transition matrix, 51
translation operator, 11, 25, 109, 117,
400, 406
translation variables, 125

uniformly distributed random variable,
394

uniformly integrable family, 5, 6, 20, 39,
369, 388

uniformly integrable martingale, 389

uniformly integrable sequence, 385

unique pathwise solutions to SDE, 244

uniqueness of the Doob-Meyer
decomposition, 417

unitary operator, 340, 342

upcrossing inequality, 156, 157, 383

upcrossing times, 156

upcrossings, 156

vague convergence, 371

vague topology, 310, 334

vaguely continuous convolution semigroup
of measures, 315
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vaguely continuous convolution semigroup
of probability measures, 389, 390

Vasicek model, 204, 210

volatility, 188

von Neumann’s ergodic theorem, 340

Wald’s equation, 36

weak convergence, 325

weak law of large numbers, 75, 340

weak solutions, 264

weak solutions to SDE’s, 244, 277, 280,
288

unique, 265, 292

weak solutions to stochastic differential
equations, 265

weak topology, 310

weak*-topology, 334

weakly compact set, 338, 339

Wiener process, 98
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