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## Preface

This book is the first part of a three-part series titled Problems, Theory and Solutions in Linear Algebra. This first part treats vectors in Euclidean space as well as matrices, matrix algebra and systems of linear equations. We solve linear systems by the use of Gauss elimination and by other means, and investigate the properties of these systems in terms of vectors and matrices. In addition, we also study linear transformations of the type $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and derive the standard matrices that describe these transformations.

The second part in this series is subtitled General Vector Spaces. In this part we define a general vector space and introduce bases, dimensions and coordinates for these spaces. This gives rise to the coordinate mapping and other linear transformations between general vector spaces and Euclidean spaces. We also discuss several Euclidean subspaces, e.g., the null space and the column space, as well as eigenspaces of matrices. We then make use of the eigenvectors and similarity transformations to diagonalize square matrices.

In the third part, subtitled Inner Product Spaces, we include the operation of inner products for pairs of vectors in general vector spaces. This makes it possible to define orthogonal and orthonormal bases, orthogonal complement spaces and orthogonal projections of vectors onto finite dimensional subspaces. The so-called least squares solutions are also introduced here, as the best approximate solutions for inconsistent linear systems $A \mathrm{x}=\mathrm{b}$.

The aim of this series it to provide the student with a well-structured and carefully selected set of solved problems as well as a thorough revision of the material taught in a course in linear algebra for undergraduate engineering and science students. In each section we give a short summary of the most important theoretical concepts relevant to that section as Theoretical Remarks. This is followed by a variety of Problems that address these concepts. We then provide the complete Solutions of the stated problems. This is the structure throughout every book in this series. In each chapter an extensive list of exercises (with answers), that are similar to the solved problems treated in that particular chapter, are given.

Given the struture of the books in this series, it should be clear that the books are not traditional textbooks for a course in linear algebra. Rather, we believe that this series may serve as a supplement to any of the good undergraduate textbook in linear algebra. Our main goal is to guide the student in his/her studies by providing carefully selected solved problems and exercises to bring about a better understanding of the abstract notions in linear algebra, in particular for engineering and science students. The books in this series should also be helpful to develope or improve techniques and skills for problem solving. We foresee that students will find here alternate procedures, statements and exercises that are beyond some of the more traditional study material in linear algebra, and we hope that this will make the subject more interesting for the students.

## A note to the Student

Our suggestion is that you first tackle the Problems yourself, if necessary with the help of the given Theoretical Remarks, before you look at the Solutions that are provided. In our opinion, this way of studying linear algebra is helpful, as you may be able to make new connections between statements and possibly learn some alternate ways of solving specific problems in linear algebra.

Each section in each chapter of this book (which constitutes Part 1 in this three-part series on linear algebra) is mostly self-contained, so you should be able to work with the problems of different sections in any order that you may prefer. Therefore, you do not need to start with Chapter 1 and work through all material in order to use the parts that appear, for example, in the last chapter.

To make it easier for you to navigate in this book we have, in addition to the usual Contents list at the beginning and the Index at the back of the book, also made use of colours to indicate the location of the Theoretical Remarks, the Problems and the Solutions.

This book includes over 100 solved problems and more than 100 exercises with answers. Enjoy!

## Mathematical symbols

$\mathbb{R}: \quad$ The set of all real numbers.
$\mathbb{R}^{n}: \quad$ The Euclidean space that contains all $n$-component vectors
$\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ for all $v_{j} \in \mathbb{R}$.
$\|\mathbf{v}\|: \quad$ The norm (or length) of a vector.
$\hat{\mathbf{v}}$ : $\quad$ The direction vector of $\mathbf{v} ; \hat{\mathbf{v}}=\frac{\mathbf{v}}{\|\mathbf{v}\|}$.
$\overrightarrow{P_{1} P_{2}}: \quad$ A vector in $\mathbb{R}^{3}$ with the direction from $P_{1}$ to $P_{2}$.
$\mathbf{u} \cdot \mathbf{v}$ : $\quad$ The dot product (scalar product) for vectors $\mathbf{u}$ and $\mathbf{v}$ in $\mathbb{R}^{n}$.
$\mathbf{u} \times \mathbf{v}: \quad$ The cross product (vector product) for vectors $\mathbf{u}$ and $\mathbf{v}$ in $\mathbb{R}^{3}$.
$\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w}): \quad$ The scalar triple product for three vectors $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$ in $\mathbb{R}^{3}$.
$\operatorname{proj}_{\mathbf{v}} \mathbf{u}$ : The orthogonal projection of vector $\mathbf{u}$ onto vector $\mathbf{v}$.
$\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \cdots, \mathbf{e}_{\mathbf{n}}\right\}: \quad$ The set of standard basis vectors for $\mathbb{R}^{n}$.
$A=\left[\begin{array}{llll}\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{\mathbf{n}}\end{array}\right]=\left[a_{i j}\right]: \quad$ An $m \times n$ matrix with columns $\mathbf{a}_{\mathbf{j}} \in \mathbb{R}^{m}, j=1,2, \ldots, n$.
$I_{n}=\left[\begin{array}{llll}\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \cdots & \mathbf{e}_{\mathbf{n}}\end{array}\right]: \quad$ The $n \times n$ identity matrix with $\mathbf{e}_{\mathbf{j}}$ standard basis vectors for $\mathbb{R}^{n}$.
$\operatorname{det} A$ or $|A|: \quad$ The determinant of the square matrix $A$.
$A^{-1}: \quad$ The inverse of the square matrix $A$.
$A \sim B: \quad$ The matrices $A$ and $B$ are row equivalent.
$[A \mathbf{b}]: \quad$ The augmented matrix corresponding $A \mathbf{x}=\mathbf{b}$.
$\operatorname{span}\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \cdots, \mathbf{u}_{\mathbf{p}}\right\}: \quad$ The set of vectors spanned by the vectors $\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \cdots, \mathbf{u}_{\mathbf{p}}\right\}$.

## Mathematical symbols (continued)

$$
\begin{aligned}
T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}: & \text { A transformation } T \text { mapping vectors from } \mathbb{R}^{n} \text { to } \mathbb{R}^{m} . \\
C_{T}: & \text { The co-domain of the transformation } T . \\
\mathcal{D}_{T}: & \text { The domain of the transformation } T . \\
R_{T}: & \text { The range of the transformation } T . \\
T: \mathbf{x} \mapsto T(\mathbf{x}): & \text { A transformation } T \text { mapping vector } \mathbf{x} \text { to } T(\mathbf{x}) . \\
T: \mathbf{x} \mapsto T(\mathbf{x})=A \mathbf{x}: & \text { A linear transformation } T \text { mapping vector } \mathbf{x} \text { to } A \mathbf{x} . \\
T_{2} \circ T_{1}: & \text { A composite transformation. } \\
T^{-1}: & \text { The inverse transformation of } T .
\end{aligned}
$$

## Chapter 1

# Vectors, lines and planes in $\mathbb{R}^{3}$ 

## The aim of this chapter:

We treat vectors in the Euclidean space $\mathbb{R}^{3}$ and use the standard vector operations of vector addition, the multiplication of vectors with scalars (real numbers), the dot product between two vectors, and the cross product between two vectors, to calculate lengths, areas, volumes and orthogonal (perpendicular) projections of one vector onto another vector (or onto a line). We also use vectors to parametrize lines in $\mathbb{R}^{3}$ and to find the equation that describes a plane in $\mathbb{R}^{3}$. We show how to calculate the distance between a point and a line, between a point and a plane, between two planes, between a line and a plane, as well as the distance between two lines in $\mathbb{R}^{3}$.

### 1.1 Vector operations and the dot product

In this section we study basic vector operations, including the dot product (or scalar product), for vectors in $\mathbb{R}^{3}$. We apply this to calculate the length (or norm) of vectors, the distance and angle between two vectors, as well as the orthogonal projection of one vector onto another vector and the reflection of one vector about another vector.

## Theoretical Remarks 1.1.

Consider three vectors $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$ in $\mathbb{R}^{3}$. Assume that the initial point of the vectors are at the origin $(0,0,0)$ and that their terminal points are at $\left(u_{1}, u_{2}, u_{3}\right),\left(v_{1}, v_{2}, v_{3}\right)$ and ( $w_{1}, w_{2}, w_{3}$ ) respectively, called the coordinates or the components of the vectors. These vectors are also known as position vectors for these points. We write

$$
\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right), \quad \mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right), \quad \mathbf{w}=\left(w_{1}, w_{2}, w_{3}\right) .
$$

The position vector $\mathbf{u}$ for the point $P$ with the coordinates $\left(u_{1}, u_{2}, u_{3}\right)$ is shown in Figure 1.1. As a short notation, we indicate the coordinates of point $P$ by $P:\left(u_{1}, u_{2}, u_{3}\right)$. The addition of the vectors $\mathbf{u}$ and $\mathbf{v}$, denoted by $\mathbf{u}+\mathbf{v}$, is another vector in $\mathbb{R}^{3}$, namely

$$
\mathbf{u}+\mathbf{v}=\left(u_{1}+v_{1}, u_{2}+v_{2}, u_{3}+v_{3}\right)
$$



Figure 1.1: Position vector $\mathbf{u}$ of point $P$ with coordinates $\left(u_{1}, u_{2}, u_{2}\right)$.

See Figure 1.2. Given a third vector $\mathbf{w} \in \mathbb{R}^{3}$ we have the property

$$
(\mathbf{u}+\mathbf{v})+\mathbf{w}=\mathbf{u}+(\mathbf{v}+\mathbf{w}) .
$$

Multiplication of $\mathbf{u}$ with a real constant (or scalar) $r$, denoted by $r \mathbf{u}$, is another vector in $\mathbb{R}^{3}$, namely

$$
r \mathbf{u}=\left(r u_{1}, r u_{2}, r u_{3}\right) .
$$

The vector $r \mathbf{u}$ is also called the scaling of $\mathbf{u}$ by $r$ or the dilation of $\mathbf{u}$ by $r$. We have the following

## Properties:

$$
\begin{aligned}
& 0 \mathbf{u}=\mathbf{0}=(0,0,0) \quad \text { called the zero vector } \\
& -\mathbf{u}=(-1) \mathbf{u}=\left(-u_{1},-u_{2},-u_{3}\right) \quad \text { called the negative of } \mathbf{u} \\
& \mathbf{u}-\mathbf{v}=\mathbf{u}+(-1) \mathbf{v}=\left(u_{1}-v_{1}, u_{2}-v_{2}, u_{3}-v_{3}\right) \\
& \mathbf{u}-\mathbf{u}=\mathbf{0} .
\end{aligned}
$$

The dot product (also known as the Euclidean inner product or the scalar product) of $\mathbf{u}$ and $\mathbf{v}$, denoted by $\mathbf{u} \cdot \mathbf{v}$, is a real number defined as follows:

$$
\mathbf{u} \cdot \mathbf{v}=u_{1} v_{1}+u_{2} v_{2}+u_{3} v_{3} \in \mathbb{R} .
$$



Figure 1.2: Addition of vectors $\mathbf{u}$ and $\mathbf{v}$, as well as some scalings of vector $\mathbf{u}$.

The norm of $\mathbf{u}$, denoted by $\|\mathbf{u}\|$, is the length of $\mathbf{u}$ given by

$$
\|\mathbf{u}\|=\sqrt{\mathbf{u} \cdot \mathbf{u}} \geq 0
$$

The distance between two points $P_{1}$ and $P_{2}$, with position vectors $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)$ respectively, is given by the norm of the vector $\overrightarrow{P_{1} P_{2}}$ (see Figure 1.3), i.e.

$$
\left\|\overrightarrow{P_{1} P_{2}}\right\|=\|\mathbf{v}-\mathbf{u}\| \geq 0
$$

A unit vector is a vector with norm 1. Every non-zero vector $\mathbf{u} \in \mathbb{R}^{3}$ can be normalized into a unique unit vector, denoted by $\hat{\mathbf{u}}$, which has the direction of $\mathbf{u}$. That is, $\|\hat{\mathbf{u}}\|=1$. This vector $\hat{\mathbf{u}}$ is called the direction vector of $\mathbf{u}$. We have $\mathbf{u}=\|\mathbf{u}\| \hat{\mathbf{u}}$.
The set of unit vectors,

$$
\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}, \text { where } \mathbf{e}_{\mathbf{1}}=(1,0,0), \mathbf{e}_{2}=(0,1,0), \mathbf{e}_{\boldsymbol{3}}=(0,0,1)
$$

is known as the standard basis for $\mathbb{R}^{3}$ and the vectors are the standard basis vectors. The vector $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ can then be written in the form

$$
\mathbf{u}=u_{1} \mathbf{e}_{\mathbf{1}}+u_{2} \mathbf{e}_{\mathbf{2}}+u_{3} \mathbf{e}_{\mathbf{3}}
$$

Let $\theta$ be the angle between $\mathbf{u}$ and $\mathbf{v}$. From the definition of the dot product and the cosine law, it follows that

$$
\mathbf{u} \cdot \mathbf{v}=\|\mathbf{u}\|\|\mathbf{v}\| \cos \theta \in \mathbb{R}
$$

This means that the vectors $\mathbf{u}$ and $\mathbf{v}$ are orthogonal to each other (or perpendicular to each other) if and only if

$$
\mathbf{u} \cdot \mathbf{v}=0
$$



Figure 1.3: The distance between $P_{1}$ and $P_{2}$.

The orthogonal projection of $\mathbf{w}$ onto $\mathbf{u}$, denoted by $\operatorname{proj}_{\mathbf{u}} \mathbf{w}$, is the vector

$$
\operatorname{proj}_{\mathbf{u}} \mathbf{w}=(\mathbf{w} \cdot \hat{\mathbf{u}}) \hat{\mathbf{u}} \in \mathbb{R}^{3},
$$

where $\hat{\mathbf{u}}$ is the direction vector of $\operatorname{proj}_{\mathbf{u}} \mathbf{w}$ and $|\mathbf{w} \cdot \hat{\mathbf{u}}|$ is the length of $\operatorname{proj}_{\mathbf{u}} \mathbf{w}$ (note that $|\mid$ denotes the absolute value). See Figure 1.4.


Figure 1.4: The orthogonal projection of $\mathbf{w}$ onto $\mathbf{u}$.

## Problem 1.1.1.

Consider the following three vectors in $\mathbb{R}^{3}: \mathbf{u}=(1,2,3), \mathbf{v}=(2,0,1), \mathbf{w}=(3,1,0)$.
a) Find the length of $\mathbf{u}$ as well as the unit vector that gives the direction of $\mathbf{u}$.
b) Find the angle between $\mathbf{u}$ and $\mathbf{v}$.
c) Project vector $\mathbf{w}$ orthogonally onto vector $\mathbf{v}$.
d) Find the vector that is the reflection of $\mathbf{w}$ about $\mathbf{v}$.


## Solution 1.1.1.

a) The length of $\mathbf{u}=(1,2,3)$ is $\|\mathbf{u}\|=\sqrt{1^{2}+2^{2}+3^{2}}=\sqrt{14}$. The direction of $\mathbf{u}=$ $(1,2,3)$ is given by the unit vector $\hat{\mathbf{u}}$, where

$$
\hat{\mathbf{u}}=\frac{\mathbf{u}}{\|\mathbf{u}\|}=\frac{(1,2,3)}{\sqrt{14}}=\left(\frac{1}{\sqrt{14}}, \frac{2}{\sqrt{14}}, \frac{3}{\sqrt{14}}\right)
$$

Note that $\|\hat{\mathbf{u}}\|=1$.
b) The angle $\theta$ between $\mathbf{u}=(1,2,3)$ and $\mathbf{v}=(2,0,1)$ (See Figure 1.5) is calculated by the dot product

$$
\mathbf{u} \cdot \mathbf{v}=\|\mathbf{u}\|\|\mathbf{v}\| \cos \theta
$$

so that

$$
\cos \theta=\frac{(1)(2)+(2)(0)+(3)(1)}{\sqrt{14} \sqrt{5}}=\frac{\sqrt{5}}{\sqrt{14}}
$$

Hence

$$
\theta=\cos ^{-1}\left(\frac{\sqrt{5}}{\sqrt{14}}\right)
$$



Figure 1.5: Angle $\theta$ between the vectors $\mathbf{u}$ and $\mathbf{v}$
c) The orthogonal projection of vector $\mathbf{w}=(3,1,0)$ onto vector $\mathbf{v}=(2,0,1)$, denoted by $\operatorname{proj}_{\mathbf{v}} \mathbf{w}$, gives the component of vector $\mathbf{w}$ along the vector $\mathbf{v}$, also denoted by $\mathbf{w}_{\mathbf{v}}$. This orthogonal projection is

$$
\operatorname{proj}_{\mathbf{v}} \mathbf{w}=(\mathbf{w} \cdot \hat{\mathbf{v}}) \hat{\mathbf{v}}=\left(\frac{\mathbf{w} \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}}\right) \mathbf{v}=\frac{(3)(2)+(1)(0)+(0)(1)}{2^{2}+0^{2}+1^{2}}(2,0,1)=\left(\frac{12}{5}, 0, \frac{6}{5}\right)=\mathbf{w}_{\mathbf{v}}
$$



Figure 1.6: Vector $\mathbf{w}$ is reflected about $\mathbf{v}$
d) The reflection of $\mathbf{w}$ about $\mathbf{v}$ is given by vector $\mathbf{w}^{*}$ (see Figure 1.6), where

$$
\mathbf{w}^{*}=\overrightarrow{O B}+\overrightarrow{B C}
$$

Since

$$
\overrightarrow{O B}=\operatorname{proj}_{\mathbf{v}} \mathbf{w}, \quad \overrightarrow{B C}=\overrightarrow{A B} \quad \text { and } \quad \overrightarrow{A B}=\operatorname{proj}_{\mathbf{v}} \mathbf{w}-\mathbf{w}
$$

we have

$$
\mathbf{w}^{*}=\operatorname{proj}_{\mathbf{v}} \mathbf{w}+\left(\operatorname{proj}_{\mathbf{v}} \mathbf{w}-\mathbf{w}\right)=2 \operatorname{proj}_{\mathbf{v}} \mathbf{w}-\mathbf{w} .
$$

We calculate

$$
\begin{aligned}
& \operatorname{proj}_{\mathbf{v}} \mathbf{w}=\left(\frac{12}{5}, 0, \frac{6}{5}\right) \\
& \mathbf{w}^{*}=2\left(\frac{12}{5}, 0, \frac{6}{5}\right)-(3,1,0)=\left(\frac{9}{5},-1, \frac{12}{5}\right)
\end{aligned}
$$

## Problem 1.1.2.

Consider the following two vectors in $\mathbb{R}^{3}: \mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)$.
a) Find the orthogonal projection of $\mathbf{u}$ onto the $x y$-plane.
b) Find the orthogonal projection of $\mathbf{u}$ onto the $y z$-plane.
c) Find the vector that is the reflection of $\mathbf{u}$ about the $x z$-plane.
d) Find the vector that results when $\mathbf{u}$ is first reflected about the $x y$-plane and then reflected about the $x z$-plane.

## Solution 1.1.2.

a) The orthogonal projection of $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ onto the $x y$-plane is the vector $\mathbf{u}_{x y}$ which has zero $z$-component and the same $x$ - and $y$-components as $\mathbf{u}$. Thus (see Figure 1.7)

$$
\mathbf{u}_{x y}=\left(u_{1}, u_{2}, 0\right)
$$



Figure 1.7: Orthogonal projection of $\mathbf{u}$ onto the $x y$-plane.
b) The orthogonal projection of $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ onto the $y z$-plane is the vector $\mathbf{u}_{y z}$, given by

$$
\mathbf{u}_{y z}=\left(0, u_{2}, u_{3}\right)
$$

c) The vector $\mathbf{u}^{*}{ }_{x z}$, which is the reflection of $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ about the $x z$-plane, has the same $x$ - and $z$-components as $\mathbf{u}$, but the negative $y$-component of $\mathbf{u}$. Thus

$$
\mathbf{u}_{x z}^{*}=\left(u_{1},-u_{2}, u_{3}\right)
$$

d) We first reflect $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ about the $x y$-plane to obtain $\mathbf{u}^{*}{ }_{x y}=\left(u_{1}, u_{2},-u_{3}\right)$ and then we reflect $\mathbf{u}^{*} x y$ about the $x z$-plane, which results in $\left(u_{1},-u_{2},-u_{3}\right)$.

### 1.2 The cross product

In this section we introduce the cross product (or vector product) between two vectors, as well as the scalar triple product between three vectors in $\mathbb{R}^{3}$. For example, the cross product between two vectors is used to find a third vector which is orthogonal to both these vectors in $\mathbb{R}^{3}$. We use these products to calculate, for example, the area of a parallelogram and the volume of a parallelepiped.


## Theoretical Remarks 1.2.

Consider three vectors, $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right), \mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}, w_{3}\right)$, in $\mathbb{R}^{3}$.

1) The cross product (also called vector product) of $\mathbf{u}$ and $\mathbf{v}$, denoted by $\mathbf{u} \times \mathbf{v}$, is a vector in $\mathbb{R}^{3}$ which is defined as follows:

$$
\mathbf{u} \times \mathbf{v}=(\|\mathbf{u}\|\|\mathbf{v}\| \sin \theta) \hat{\mathbf{e}} \in \mathbb{R}^{3} .
$$

The vector $\mathbf{u} \times \mathbf{v}$ is orthogonal to both $\mathbf{u}$ and $\mathbf{v}$, where we have indicated the direction vector of $\mathbf{u} \times \mathbf{v}$ by $\hat{\mathbf{e}}$, so that $\|\hat{\mathbf{e}}\|=1$. The direction of $\hat{\mathbf{e}}$ is given by the right-handed triad and $\theta$ is the angle between $\mathbf{u}$ and $\mathbf{v}$. See Figure 1.8


Figure 1.8: The cross product $\mathbf{u} \times \mathbf{v}$.

The cross product has the following

## Properties:

a) $\mathbf{u} \times \mathbf{v}=-\mathbf{v} \times \mathbf{u}$.
b) The norm $\|\mathbf{u} \times \mathbf{v}\|$ is the area of the parallelogram described by $\mathbf{u}$ and $\mathbf{v}$.
c) In terms of its coordinates, the cross product can be calculated by following the rule of calculations for determinants of $3 \times 3$ matrices (see Section 2.2. in Chapter 2), namely as follows

$$
\begin{aligned}
\mathbf{u} \times \mathbf{v} & =\operatorname{det}\left(\begin{array}{ccc}
\mathbf{e}_{1} & \mathbf{e}_{2} & \mathbf{e}_{3} \\
u_{1} & u_{2} & u_{3} \\
v_{1} & v_{2} & v_{3}
\end{array}\right) \\
& =\mathbf{e}_{\mathbf{1}} \operatorname{det}\left(\begin{array}{cc}
u_{2} & u_{3} \\
v_{2} & v_{3}
\end{array}\right)-\mathbf{e}_{\mathbf{2}} \operatorname{det}\left(\begin{array}{cc}
u_{1} & u_{3} \\
v_{1} & v_{3}
\end{array}\right)+\mathbf{e}_{\mathbf{3}} \operatorname{det}\left(\begin{array}{cc}
u_{1} & u_{2} \\
v_{1} & v_{2}
\end{array}\right) \\
& =\left(u_{2} v_{3}-u_{3} v_{2}\right) \mathbf{e}_{\mathbf{1}}+\left(u_{3} v_{1}-u_{1} v_{3}\right) \mathbf{e}_{\mathbf{2}}+\left(u_{1} v_{2}-u_{2} v_{1}\right) \mathbf{e}_{\mathbf{3}} \\
& =\left(u_{2} v_{3}-u_{3} v_{2}, u_{3} v_{1}-u_{1} v_{3}, u_{1} v_{2}-u_{2} v_{1}\right) .
\end{aligned}
$$

Here

$$
\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}, \quad \mathbf{e}_{1}=(1,0,0), \quad \mathbf{e}_{2}=(0,1,0), \quad \mathbf{e}_{3}=(0,0,1),
$$

is the standard basis for $\mathbb{R}^{3}$. The "det $A$ " denotes the determinant of a square matrix $A$. We also sometimes use the notation $|A|$ to denote the determinant of $A$, i.e. $\operatorname{det} A \equiv|A|$.
Remark: The determinant of $n \times n$ matices is discussed in Chapter 2.
d) $(\mathbf{u} \times \mathbf{v}) \cdot \mathbf{u}=0, \quad(\mathbf{u} \times \mathbf{v}) \cdot \mathbf{v}=0$.
e) Two non-zero vectors $\mathbf{u}$ and $\mathbf{v}$ in $\mathbb{R}^{3}$ are parallel if and only if $\mathbf{u} \times \mathbf{v}=\mathbf{0}$.
2) The product $\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w}) \in \mathbb{R}$ is known as the scalar triple product and can be computed in terms of the determinant as follows:

$$
\begin{aligned}
& \mathbf{u} \cdot(\mathbf{v} \times \mathbf{w})=\operatorname{det}\left(\begin{array}{ccc}
u_{1} & u_{2} & u_{3} \\
v_{1} & v_{2} & v_{3} \\
w_{1} & w_{2} & w_{3}
\end{array}\right) \\
& =\left(v_{2} w_{3}-v_{3} w_{2}\right) u_{1}+\left(v_{3} w_{1}-v_{1} w_{3}\right) u_{2}+\left(v_{1} w_{2}-v_{2} w_{1}\right) u_{3}
\end{aligned}
$$

Then

$$
\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w})=\mathbf{v} \cdot(\mathbf{w} \times \mathbf{u})=\mathbf{w} \cdot(\mathbf{u} \times \mathbf{v})
$$

Consider a parallelepiped that is described by $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$. See Figure 1.9.
The volume of this parallelepiped is given by the absolute value of the scalar triple product of these three vectors. That is

$$
\text { volume of parallelepiped }=|\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w})| \quad \text { cubic units. }
$$

If the three vectors $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$ lie in the same plane in $\mathbb{R}^{3}$, then

$$
\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w})=0 .
$$



Figure 1.9: The parallelepiped described by $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$.

## Problem 1.2.1.

Consider the following three vectors in $\mathbb{R}^{3}$ :

$$
\mathbf{u}=(1,2,3), \quad \mathbf{v}=(2,0,1), \quad \mathbf{w}=(3,1,0) .
$$

a) Find a vector that is orthogonal to both $\mathbf{u}$ and $\mathbf{v}$.
b) Find the area of the parallelogram described by $\mathbf{u}$ and $\mathbf{v}$.
c) Find the volume of the parallelepiped described by $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$.
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## Solution 1.2.1.

a) The vector $\mathbf{q}=\mathbf{u} \times \mathbf{v}$ is orthogonal to both $\mathbf{u}=(1,2,3)$ and $\mathbf{v}=(2,0,1)$ (see Figure 1.10 ) and this cross product can be expressed in terms of the following determinant

$$
\mathbf{q}=\left|\begin{array}{rrr}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
1 & 2 & 3 \\
2 & 0 & 1
\end{array}\right|=2 \mathbf{e}_{\mathbf{1}}+5 \mathbf{e}_{\mathbf{2}}-4 \mathbf{e}_{\mathbf{3}}=(2,5,-4)
$$

Here $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$ is the standard basis for $\mathbb{R}^{3}$.


Figure 1.10: Vector $\mathbf{q}$ is orthogonal to both vectors $\mathbf{u}$ and $\mathbf{v}$
b) The area of the parallelogram ABCD described by vectors $\mathbf{u}$ and $\mathbf{v}$ is given by $\|\mathbf{u} \times \mathbf{v}\|$. See Figure 1.11. In part a i) above we have calculated $\mathbf{u} \times \mathbf{v}=(2,5,-4)$, so that

$$
\|\mathbf{u} \times \mathbf{v}\|=\sqrt{2^{2}+5^{2}+(-4)^{2}}=3 \sqrt{5} \text { square units. }
$$

c) The volume of the parallelepiped described by vectors $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$ is given by the absolute value of the scalar triple product, i.e.

$$
\left.|\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w})|=\left|\begin{array}{rrr}
u_{1} & u_{2} & u_{3} \\
v_{1} & v_{2} & v_{3} \\
w_{1} & w_{2} & w_{3}
\end{array}\right| \right\rvert\,
$$

where $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right), \mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}, w_{3}\right)$.
For the given vectors $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$, we obtain $|\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w})|=|11|=11$ cubic units.


Figure 1.11: Parallelogram ABCD described by vectors $\mathbf{u}$ and $\mathbf{v}$

## Problem 1.2.2.

Consider the following three vectors in $\mathbb{R}^{3}$ :

$$
\mathbf{u}_{\mathbf{1}}=(a, 2,-1), \quad \mathbf{u}_{\mathbf{2}}=(4,1,0), \quad \mathbf{u}_{\mathbf{3}}=(1,5,-2),
$$

where $a$ is an unspecified real parameter.
a) Find the value(s) of $a$, such that the volume of the parallelepiped described by the given vectors $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{\mathbf{3}}$ is one cubic units.
b) Find the area of each face of the parallelepiped which is described by the above given vectors $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{\mathbf{3}}$ for $a=0$.

## Solution 1.2.2.

a) The volume of the parallelepiped is $V=\left|\mathbf{u}_{\mathbf{1}} \cdot\left(\mathbf{u}_{\mathbf{2}} \times \mathbf{u}_{\mathbf{3}}\right)\right|$ and we require that $V=1$. Hence

$$
V=\left|\left|\begin{array}{rrr}
a & 2 & -1 \\
4 & 1 & 0 \\
1 & 5 & -2
\end{array}\right|\right|=|-2 a-3|=1,
$$

so that $a=-1$ or $a=-2$.
b) The area of each face of the parallelepiped can be calculated as follows (see Figure 1.12):

Area ${ }_{\text {face }} 1=\left\|\mathbf{u}_{\mathbf{1}} \times \mathbf{u}_{\mathbf{3}}\right\|, \quad$ Area face $_{2}=\left\|\mathbf{u}_{\mathbf{2}} \times \mathbf{u}_{\mathbf{3}}\right\|, \quad$ Area face $3=\left\|\mathbf{u}_{\mathbf{1}} \times \mathbf{u}_{\mathbf{2}}\right\|$, all in square units.


Figure 1.12: A parallelepiped described by $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{\mathbf{3}}$.

Now
$\mathbf{u}_{\mathbf{1}} \times \mathbf{u}_{\mathbf{3}}=\left|\begin{array}{ccc}\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\ 0 & 2 & -1 \\ 1 & 5 & -2\end{array}\right|=\mathbf{e}_{\mathbf{1}}-\mathbf{e}_{\mathbf{2}}-2 \mathbf{e}_{\mathbf{3}}$
$\mathbf{u}_{\mathbf{2}} \times \mathbf{u}_{\mathbf{3}}=\left|\begin{array}{ccc}\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\ 4 & 1 & 0 \\ 1 & 5 & -2\end{array}\right|=-2 \mathbf{e}_{\mathbf{1}}+8 \mathbf{e}_{\mathbf{2}}+19 \mathbf{e}_{\mathbf{3}}$
$\mathbf{u}_{\mathbf{1}} \times \mathbf{u}_{\mathbf{2}}=\left|\begin{array}{ccc}\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\ 0 & 2 & -1 \\ 4 & 1 & 0\end{array}\right|=\mathbf{e}_{\mathbf{1}}-4 \mathbf{e}_{\mathbf{2}}-8 \mathbf{e}_{\mathbf{3}}$,
so that
Area face $1=\sqrt{1^{2}+(-1)^{2}+(-2)^{2}}=\sqrt{6} \quad$ square units
Area face $2=\sqrt{(-2)^{2}+8^{2}+19^{2}}=\sqrt{429}$ square units
Area face $3=\sqrt{1^{2}+(-4)^{2}+(-8)^{2}}=9 \quad$ square units.

### 1.3 Planes and their equations

In this section we describe planes in $\mathbb{R}^{3}$ and show how to derive their equations.

## Theoretical Remarks 1.3.

1) The general equation of a plane in $\mathbb{R}^{3}$ is

$$
a x+b y+c z=d,
$$

where $a, b, c$ and $d$ are given real numbers. All points $(x, y, z)$ which lie on this plane must satisfy the equation of the plane, i.e. $a x+b y+c z=d$.
2) The vector $\mathbf{n}$ with coordinates ( $a, b, c$ ), i.e.

$$
\mathbf{n}=(a, b, c),
$$

is a vector that is orthogonal to the plane $a x+b y+c z=d$. The vector $\mathbf{n}$ is known as the normal vector of the plane.
3) The equation of a plane can be calculated if three points that do not lie on the same line are given, or if the normal of the plane is known and one point on the plane is given.


## Problem 1.3.1.

Consider the following three points in $\mathbb{R}^{3}$ :

$$
(1,2,3), \quad(2,0,1), \quad(3,1,0)
$$

Find an equation of the plane $\Pi$ that contains the given three points.

## Solution 1.3.1.

Consider the points $A, B$ and $C$ with coordinates $(1,2,3),(2,0,1)$ and $(3,1,0)$, respectively. Assume that these three points lie on the plane $\Pi$ and that the point $P:(x, y, z$, is an arbitrary point on this plane. Consider now the vectors

$$
\overrightarrow{A B}=(1,-2,-2), \quad \overrightarrow{A C}=(2,-1,-3), \quad \overrightarrow{A P}=(x-1, y-2, z-3)
$$

Let $\mathbf{n}$ denote the normal to the plane $\Pi$. See Figure 1.13. Then


Figure 1.13: Plane $\Pi$ with normal $\mathbf{n}$

$$
\mathbf{n}=\overrightarrow{A C} \times \overrightarrow{A B} \quad \text { and } \quad \mathbf{n} \cdot \overrightarrow{A P}=0
$$

so that

$$
\mathbf{n}=\left|\begin{array}{rrr}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
2 & -1 & -3 \\
1 & -2 & -2
\end{array}\right|=-4 \mathbf{e}_{\mathbf{1}}+\mathbf{e}_{\mathbf{2}}-3 \mathbf{e}_{\mathbf{3}}=(-4,1,-3)
$$

The equation of the plane then follows from

$$
0=\mathbf{n} \cdot \overrightarrow{A P}=-4(x-1)+1(y-2)-3(z-3)
$$

so that $4 x-y+3 z=11$.

## Problem 1.3.2.

Consider four points in $\mathbb{R}^{3}$ with respective coordinates

$$
(1,1,1), \quad(0,1, k), \quad(2,-1,-1) \text { and }(-2,-1,1),
$$

where $k$ is an unspecified real parameter. Find the value(s) of $k$, such that the above four points lie in the same plane.

## Solution 1.3.2.

Consider the four points

$$
A:(1,1,1), \quad B:(0,1, k), \quad C:(2,-1,-1), \quad D:(-2,-1,1)
$$

on a plane in $\mathbb{R}^{3}$. See Figure 1.14. Since the four point lie on the same plane we have


Figure 1.14: A plane that contains the points A, B, C and D.

$$
\overrightarrow{A D} \cdot(\overrightarrow{A C} \times \overrightarrow{A B})=0
$$

where

$$
\overrightarrow{A D}=(-3,-2,0), \quad \overrightarrow{A C}=(1,-2,-2), \quad \overrightarrow{A B}=(-1,0, k-1)
$$

and

$$
\overrightarrow{A D} \cdot(\overrightarrow{A C} \times \overrightarrow{A B})=\left|\begin{array}{rrr}
-3 & -2 & 0 \\
1 & -2 & -2 \\
-1 & 0 & k-1
\end{array}\right|=0
$$

Calculating the above determinant, we obtain the condition $8 k-12=0$, so that the value of $k$ for which the four points lie on the same plane is

$$
k=\frac{3}{2} .
$$

## Problem 1.3.3.

Find the equation of the plane in $\mathbb{R}^{3}$ that passes through the point $(1,3,1)$ and that is parallel to the plane

$$
x+y-z=1
$$

## Solution 1.3.3.

We denote the given plane by $\Pi_{1}$, i.e.

$$
\Pi_{1}: \quad x+y-z=1
$$

and denote by $\Pi_{2}$ the plane that we are seeking. See Figure 1.15. A normal vector for $\Pi_{1}$ is

$$
\mathbf{n}_{1}=(1,1,-1)
$$

and, since the plane $\Pi_{2}$ is parallel to the given plane $\Pi_{1}$, their normal vectors will also be parallel. Hence a normal vector $\mathbf{n}_{\mathbf{2}}$ for $\Pi_{2}$ is the same as that of $\Pi_{1}$, namely

$$
\mathbf{n}_{2}=(1,1,-1)
$$



Figure 1.15: Two parallel planes $\Pi_{1}$ and $\Pi_{2}$

We know one point on the plane $\Pi_{2}$, namely the point $A:(1,3,1)$. Let $B$ be an arbitrary point on the plane $\Pi_{2}$, say

$$
B:(x, y, z)
$$

Then vector $\overrightarrow{A B}$ takes the form

$$
\overrightarrow{A B}=(x-1, y-3, z-1)
$$

and this vector is orthogonal to the normal vector $\mathbf{n}_{2}$. Hence

$$
\overrightarrow{A B} \cdot \mathbf{n}_{2}=0
$$

Upon evaluating the dot product $\overrightarrow{A B} \cdot \mathbf{n}_{2}$, we obtain

$$
1(x-1)+1(y-3)-1(z-1)=0 .
$$

The equation for $\Pi_{2}$ is therefore

$$
\Pi_{2}: \quad x+y-z=3
$$



Figure 1.16: Two orthogonal planes $\Pi_{1}$ and $\Pi_{2}$

## Problem 1.3.4.

Find the equation of the plane in $\mathbb{R}^{3}$ that passes through the points $(1,3,1)$ and $(-1,0,4)$ and that is orthogonal to the plane

$$
x-y+2 z=3
$$

## Solution 1.3.4.

Let $\Pi_{1}$ be the given plane, i.e.

$$
\Pi_{1}: \quad x-y+2 z=3
$$

with normal vector

$$
\mathbf{n}_{1}=(1,-1,2)
$$

Let $\Pi_{2}$ be the plane that we are seeking. See Figure 1.16. We know two points on this plane, namely

$$
A:(1,3,1), \quad B:(-1,0,4)
$$

In order to find the equation of $\Pi_{2}$ we first need to find its normal vector $\mathbf{n}_{2}$. Since $\Pi_{1}$ and $\Pi_{2}$ are orthogonal, it means that the normal vector $\mathbf{n}_{2}$ of $\Pi_{2}$ is orthogonal to every vector that is parallel to $\Pi_{2}$, say $\overrightarrow{A B}$, and $\mathbf{n}_{2}$ is orthogonal to $\mathbf{n}_{1}$. Thus

$$
\mathbf{n}_{2}=\mathbf{n}_{1} \times \overrightarrow{A B}
$$

where

$$
\overrightarrow{A B}=(-2,-3,3)
$$

Hence

$$
\mathbf{n}_{2}=\left|\begin{array}{rrr}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
1 & -1 & 2 \\
-2 & -3 & 3
\end{array}\right|=3 \mathbf{e}_{\mathbf{1}}-7 \mathbf{e}_{\mathbf{2}}-5 \mathbf{e}_{\mathbf{3}}=(3,-7,-5) .
$$

Let $C$ be any point on $\Pi_{2}$, i.e.

$$
C:(x, y, z)
$$

The vector $\overrightarrow{A C}$ is orthogonal to the normal vector $\mathbf{n}_{2}$, so that

$$
\mathbf{n}_{2} \cdot \overrightarrow{A C}=0
$$

where

$$
\overrightarrow{A C}=(x-1, y-3, z-1)
$$

Calculating the dot product $\mathbf{n}_{2} \cdot \overrightarrow{A C}$, we obtain

$$
3(x-1)-7(y-3)-5(z-1)=0
$$

so that the equation of the plane becomes

$$
3 x-7 y-5 z=-23
$$

### 1.4 Lines and their parametrizations

In this section we study lines $\ell$ in $\mathbb{R}^{3}$ and show how to derive parametic equations to describe $\ell$. We derive a formula by which to calculate the distance from a point to a line and the distance between two lines. We also show how to project a vector orthogonally onto a line and how to reflect a vector about a line.
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## Theoretical Remarks 1.4.

The parametric equation of a line $\ell$ in $\mathbb{R}^{3}$ is of the form

$$
\ell:\left\{\begin{array}{l}
x=a t+x_{1} \\
y=b t+y_{1} \\
z=c t+z_{1} \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$



Figure 1.17: A line $\ell$ in $\mathbb{R}^{3}$
where $\left(x_{1}, y_{1}, z_{1}\right)$ is a point on the line $\ell$ and $\mathbf{v}=(a, b, c)$ is the vector that is parallel to the line $\ell$. See Figure 1.17. Here $t$ is a parameter that can take on any real value. That is, for every point $(x, y, z)$ on the line $\ell$, there exists a unique value of $t$, such that

$$
(x, y, z)=\left(a t+x_{1}, b t+y_{1}, c t+x_{1}\right) .
$$

## Problem 1.4.1.

Find a parametric equation of the line $\ell$ in $\mathbb{R}^{3}$, where $(-1,1,3)$ and $(2,3,7)$ are two points on $\ell$.
a) Establish which of the following three points, if any, are on this line $\ell$ :

$$
(-4,-1,-1) ; \quad(-1,2,3) ; \quad\left(\frac{1}{2}, 2,5\right)
$$

b) Is the vector $\mathbf{w}=(-6,-4,-8)$ parallel to the line $\ell$ ? Explain.

## Solution 1.4.1.

We are given two points that are on the line $\ell$, namely $P_{1}:(-1,1,3)$ and $P_{2}:(2,3,7)$. Then the vector $\overrightarrow{P_{1} P_{2}}$ is parallel to $\ell$ and has the following coordinates:

$$
\overrightarrow{P_{1} P_{2}}=(3,2,4) .
$$

Hence the vector $\mathbf{v}$ which is parallel to $\ell$ is

$$
\mathbf{v}=\overrightarrow{P_{1} P_{2}}=(3,2,4) .
$$

Let $P:(x, y, z)$ be an arbitrary point on $\ell$. Then

$$
\overrightarrow{P_{1} P}=t \mathbf{v} \quad \text { or } \quad(x+1, y-1, z-3)=t(3,2,4) \quad \text { for all } t \in \mathbb{R} .
$$

Comparing the $x$-, $y$-, and $z$-components of the above vector equation, we obtain

$$
x+1=3 t, \quad y-1=2 t, \quad z-3=4 t,
$$

respectively. The parametric equation for $\ell$ is therefore
$\ell:\left\{\begin{array}{l}x=3 t-1 \\ y=2 t+1 \\ z=4 t+3 \text { for all } t \in \mathbb{R} .\end{array}\right.$
a) To find out whether the point $(-4,-1,-1)$ is on the line, we use the obtained parametic equation for $\ell$ and find $t$. That is, $t$ must satisfy the relations

$$
-4=3 t-1, \quad-1=2 t+1, \quad-1=4 t+3 .
$$

This leads to a unique solution for $t$, namely $t=-1$. Hence the point $(-4,-1,-1)$ is on $\ell$.

For the point $(-1,2,3)$ we have

$$
-1=3 t-1, \quad 2=2 t+1, \quad 3=4 t+3,
$$

which cannot be satisfied for any value of $t$. Hence $(-1,2,3)$ is not a point on $\ell$.
The point $(1 / 2,2,5)$ satisfies the parametric equation for $t=1 / 2$, so that $(1 / 2,2,5)$ is a point on $\ell$.
b) The vector $\mathbf{w}=(-6,-4,-8)$ is indeed parallel to the line $\ell$, since

$$
\mathbf{w}=-2 \mathbf{v},
$$

where $\mathbf{v}$ is parallel to $\ell$.

## Problem 1.4.2.

Find a parametric equation of the line $\ell$ in $\mathbb{R}^{3}$ which passes through the point $(1,-1,2)$ and which is orthogonal to the lines $\ell_{1}$ and $\ell_{2}$, given in parametric form by

$$
\ell_{1}:\left\{\begin{array}{l}
x=2 t \\
y=t \\
z=t-1 \quad \text { for all } t \in \mathbb{R},
\end{array} \quad \ell_{2}:\left\{\begin{array}{l}
x=-3 t+1 \\
y=2 t \\
z=4 t-1 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.\right.
$$
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## Solution 1.4.2.

Vector $\mathbf{v}_{\mathbf{1}}=(2,1,1)$ is a vector that is parallel to $\ell_{1}$ and $\mathbf{v}_{\mathbf{2}}=(-3,2,4)$ is a vector that is parallel to $\ell_{2}$. A vector that is orthogonal to both $\ell_{1}$ and $\ell_{2}$ is therefore

$$
\mathbf{v}=\mathbf{v}_{\mathbf{1}} \times \mathbf{v}_{\mathbf{2}}
$$

and this vector $\mathbf{v}$ is thus parallel to the line $\ell$ that we are seeking. We calculate $\mathbf{v}$ :

$$
\mathbf{v}=\mathbf{v}_{\mathbf{1}} \times \mathbf{v}_{\mathbf{2}}=\left|\begin{array}{rrr}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
2 & 1 & 1 \\
-3 & 2 & 4
\end{array}\right|=2 \mathbf{e}_{\mathbf{1}}-11 \mathbf{e}_{\mathbf{2}}+7 \mathbf{e}_{\mathbf{3}}=(2,-11,7)
$$

A parametric equation for the line $\ell$ is therefore

$$
\ell:\left\{\begin{array}{l}
x=2 t+1 \\
y=-11 t-1 \\
z=7 t+2 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

## Problem 1.4.3.

Consider a line $\ell$ in $\mathbb{R}^{3}$ with the following parametric equation

$$
\ell:\left\{\begin{array}{l}
x=a t+x_{1} \\
y=b t+y_{1} \\
z=c t+z_{1} \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

where $\left(x_{1}, y_{1}, z_{1}\right)$ is a point on $\ell$ and

$$
\mathbf{v}=(a, b, c)
$$

is a vector parallel to $\ell$.
a) Assume that the point $P_{0}:\left(x_{0}, y_{0}, z_{0}\right)$ is not on the line $\ell$. Find a formula for the distance from the point $P_{0}$ to $\ell$.
b) Find the distance from the point $(-2,1,3)$ to the line $\ell$, given by the parametric equation

$$
\ell:\left\{\begin{array}{l}
x=t+1 \\
y=3 t-4 \\
z=5 t+2 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

## Solution 1.4.3.

a) We find a formula for the distance from the point $P_{0}\left(x_{0}, y_{0}, z_{0}\right)$ to the line $\ell$, where

$$
\ell:\left\{\begin{array}{l}
x=a t+x_{1} \\
y=b t+y_{1} \\
z=c t+z_{1} \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

Here $P_{1}:\left(x_{1}, y_{1}, z_{1}\right)$ is a point on the line $\ell$. Let $s=\left\|\overrightarrow{P_{0} P_{2}}\right\|$ denote the distance from $P_{0}$ to $\ell$, where $P_{2}$ is a point on $\ell$ which is not known. We consider the right-angled triangle $\triangle P_{1} P_{2} P_{0}$. See Figure 1.18.


Figure 1.18: The distance from a point $P_{0}:\left(x_{0}, y_{0}, z_{0}\right)$ to the line $\ell$ in $\mathbb{R}^{3}$

It follows that

$$
\begin{equation*}
s=\left\|\overrightarrow{P_{0} P_{2}}\right\|=\left\|\overrightarrow{P_{1} P_{0}}\right\| \sin \theta \tag{1.4.1}
\end{equation*}
$$

On the other hand we have, from the definition of the cross product, that

$$
\begin{equation*}
\left\|\overrightarrow{P_{1} P_{0}} \times \mathbf{v}\right\|=\left\|\overrightarrow{P_{1} P_{0}}\right\|\|\mathbf{v}\| \sin \theta \tag{1.4.2}
\end{equation*}
$$

Solving $\left\|\overrightarrow{P_{1} P_{0}}\right\| \sin \theta$ from (1.4.2) and inserting it into (1.4.1), we obtain the following formula for the distance:

$$
s=\frac{\left\|\overrightarrow{P_{1} P_{0}} \times \mathbf{v}\right\|}{\|\mathbf{v}\|}
$$

b) The given line $\ell$ passes through the point $P_{1}:(1,-4,2)$ and is parallel to the vector $\mathbf{v}=(1,3,5)$. Thus for the point $P_{0}:(-2,1,3)$, we have

$$
\overrightarrow{P_{1} P_{0}}=(-3,5,1)
$$

and

$$
\overrightarrow{P_{1} P_{0}} \times \mathbf{v}=\left|\begin{array}{rrr}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
-3 & 5 & 1 \\
1 & 3 & 5
\end{array}\right|=22 \mathbf{e}_{\mathbf{1}}+16 \mathbf{e}_{\mathbf{2}}-14 \mathbf{e}_{\mathbf{3}}=(22,16,-14)
$$

Calculating the lengths of the vectors $\overrightarrow{P_{1} P_{0}} \times \mathbf{v}$ and $\mathbf{v}$, we obtain

$$
\begin{aligned}
& \left\|\overrightarrow{P_{1} P_{0}} \times \mathbf{v}\right\|=\sqrt{(22)^{2}+(16)^{2}+(-14)^{2}}=6 \sqrt{26} \\
& \|\mathbf{v}\|=\sqrt{1^{2}+3^{2}+5^{2}}=\sqrt{35}
\end{aligned}
$$

so that the distance from the point $P_{0}$ to the given line $\ell$ is

$$
s=\frac{\left\|\overrightarrow{P_{1} P_{0}} \times \mathbf{v}\right\|}{\|\mathbf{v}\|}=\frac{6 \sqrt{26}}{\sqrt{35}}
$$



## Problem 1.4.4.

Find a formula for the distance between two lines in $\mathbb{R}^{3}$ and use your formula to find the distance between the following two lines:

$$
\ell_{1}:\left\{\begin{array}{l}
x=2 t+1 \\
y=t-1 \\
z=3 t+1
\end{array} \quad \text { for all } t \in \mathbb{R}, \quad \ell_{2}:\left\{\begin{array}{l}
x=t \\
y=2 t+2 \\
z=1 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.\right.
$$

## Solution 1.4.4.

Assume that $P_{1}:\left(x_{1}, y_{1}, z_{1}\right)$ is a point on the line $\ell_{1}$ and that $P_{2}:\left(x_{2}, y_{2}, z_{2}\right)$ is a point on another line $\ell_{2}$. Let $\mathbf{v}_{\mathbf{1}}$ denote a vector that is parallel to $\ell_{1}$ and $\mathbf{v}_{\mathbf{2}}$ a vector that is parallel to $\ell_{2}$ (see Figure 1.19). Now $\mathbf{v}=\mathbf{v}_{\mathbf{1}} \times \mathbf{v}_{\mathbf{2}}$ is a vector that is orthogonal to both


Figure 1.19: Distance $s$ between two lines in $\mathbb{R}^{3}$
$\mathbf{v}_{\mathbf{1}}$ and $\mathbf{v}_{\mathbf{2}}$, and therefore $\mathbf{v}$ is orthogonal to the lines $\ell_{1}$ and $\ell_{2}$. To find the distance $s$ between $\ell_{1}$ and $\ell_{2}$, we project $\overrightarrow{P_{1} P_{2}}$ orthogonally onto the vector $\mathbf{v}$. This leads to

$$
s=\left\|\operatorname{proj}_{\mathbf{v}} \overrightarrow{P_{1} P_{2}}\right\|=\frac{\left|\overrightarrow{P_{1} P_{2}} \cdot \mathbf{v}\right|}{\|\mathbf{v}\|}=\frac{\left|\overrightarrow{P_{1} P_{2}} \cdot\left(\mathbf{v}_{\mathbf{1}} \times \mathbf{v}_{\mathbf{2}}\right)\right|}{\left\|\mathbf{v}_{\mathbf{1}} \times \mathbf{v}_{\mathbf{2}}\right\|}
$$

For the given line $\ell_{1}$ we have $\mathbf{v}_{\mathbf{1}}=(2,1,3)$ with a point $P_{1}:(1,-1,1) \in \ell_{1}$ and for the
given line $\ell_{2}$ we have $\mathbf{v}_{\mathbf{2}}=(1,2,0)$ with a point $P_{2}:(0,2,1) \in \ell_{2}$. Thus

$$
\overrightarrow{P_{1} P_{2}}=(-1,3,0), \quad \mathbf{v}_{\mathbf{1}} \times \mathbf{v}_{\mathbf{2}}=\left|\begin{array}{rrr}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
2 & 1 & 3 \\
1 & 2 & 0
\end{array}\right|=-6 \mathbf{e}_{\mathbf{1}}+3 \mathbf{e}_{\mathbf{2}}+3 \mathbf{e}_{\mathbf{3}}=(-6,3,3),
$$

so that the distance $s$ between $\ell_{1}$ and $\ell_{2}$ is

$$
s=\frac{|(-1,3,0) \cdot(-6,3,3)|}{\sqrt{36+9+9}}=\frac{5}{\sqrt{6}} .
$$

## Problem 1.4.5.

Consider the following two vectors in $\mathbb{R}^{3}$ :

$$
\mathbf{u}=(-1,3,3), \quad \mathbf{v}=(2,-1,4)
$$

Consider now the line $\ell$ in $\mathbb{R}^{3}$, such that $\ell$ contains the point $(2,-1,4)$ and the zero-vector $\mathbf{0}=(0,0,0)$.
a) Find the orthogonal projection of the vector $\mathbf{u}$ onto the line $\ell$, i.e. calculate $\operatorname{proj}_{\ell} \mathbf{u}$.
b) Find the distance between the point $(-1,3,3)$ and the line $\ell$.
c) Find the reflection of the vector $\mathbf{u}$ about the line $\ell$.

## Solution 1.4.5.

a) We aim to obtain the vector $\mathbf{w}$ which is the orthogonal projection of the vector $\mathbf{u}$ onto the line $\ell$, i.e. $\mathbf{w}=\operatorname{proj}_{\ell} \mathbf{u}$. This can be achieved by projection $\mathbf{u}$ onto any position vector that is lying on this line $\ell$, for example vector v. See Figure 1.20. Thus

$$
\mathbf{w}=\operatorname{proj}_{\ell} \mathbf{u}=\operatorname{proj}_{\mathbf{v}} \mathbf{u}=(\mathbf{u} \cdot \hat{\mathbf{v}}) \hat{\mathbf{v}} \quad \text { where } \hat{\mathbf{v}}=\frac{\mathbf{v}}{\|\mathbf{v}\|}
$$

For $\mathbf{u}=(-1,3,3)$ and $\mathbf{v}=(2,-1,4)$, we have

$$
\mathbf{w}=\left(\frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{v}\|^{2}}\right) \mathbf{v}=\left(\frac{\mathbf{u} \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}}\right) \mathbf{v}=\frac{(-1)(2)+(3)(-1)+(3)(4)}{2^{2}+(-1)^{2}+4^{2}}(2,-1,4)=\frac{1}{3}(2,-1,4)
$$



Figure 1.20: The orthogonal projection of $\mathbf{u}$ onto $\ell$.
b) The distance $d$ between the point $(-1,3,3)$ and the line $\ell$ is $\|\overrightarrow{A B}\|$ (see Figure 1.20). By vector addition we then have

$$
\overrightarrow{A B}=\mathbf{u}-\mathbf{w}=(-1,3,3)-\left(\frac{2}{3},-\frac{1}{3}, \frac{4}{3}\right)=\left(-\frac{5}{3}, \frac{10}{3}, \frac{5}{3}\right)
$$

Thus

$$
\|\overrightarrow{A B}\|=\sqrt{\frac{25}{9}+\frac{100}{9}+\frac{25}{9}}=\frac{5}{3} \sqrt{6}
$$

c) The reflection of the vector $\mathbf{u}$ about the line $\ell$ is given by the vector $\overrightarrow{O C}$. See Figure 1.21. By vector addition we have

$$
\overrightarrow{O C}+\overrightarrow{C A}+\overrightarrow{A B}=\mathbf{u}
$$

However, $\overrightarrow{C A}=\overrightarrow{A B}$, so that

$$
\overrightarrow{O C}=\mathbf{u}-2 \overrightarrow{A B}
$$



Figure 1.21: The reflection of $\mathbf{u}$ about $\ell$.
where $\mathbf{u}=(-1,3,3)$ and $\overrightarrow{A B}=\left(-\frac{5}{3}, \frac{10}{3}, \frac{5}{3}\right)$ (see part a) above). Thus the reflection about $\ell$ is

$$
\overrightarrow{O C}=(-1,3,3)-2\left(-\frac{5}{3}, \frac{10}{3}, \frac{5}{3}\right)=\left(\frac{7}{3},-\frac{11}{3},-\frac{1}{3}\right)
$$

## "I studied English for 16 years but... <br> ...I finally learned to speak it in just six lessons" <br> Jane, Chinese architect



ENGLISH OUT THERE

Click to hear me talking before and after my unique course download

### 1.5 More on planes and lines

In this section we derive the distance between a point and a plane, as well as the distance between two planes. We also investigate the situation for a line that lies on a plane, a line that is projected orthogonally onto a plane, and a line that is reflected about a plane.

## Theoretical Remarks 1.5.

1. Given the equation of a plane

$$
\Pi: a x+b y+c z=d,
$$

the distance $s$ from the point

$$
P_{0}:\left(x_{0}, y_{0}, z_{0}\right)
$$

to the plane $\Pi$ is

$$
s=\frac{\left|a x_{0}+b y_{0}+c z_{0}-d\right|}{\sqrt{a^{2}+b^{2}+c^{2}}} .
$$

2. Given two parallel planes, $\Pi_{1}: a x+b y+c z=d_{1}$ and $\Pi_{2}: a x+b y+c z=d_{2}$, the distance $s$ between $\Pi_{1}$ and $\Pi_{2}$ is

$$
s=\frac{\left|d_{1}-d_{2}\right|}{\|\mathbf{n}\|}
$$

where $\mathbf{n}=(a, b, c)$ is the normal vector for both planes.

Remark: Any two planes in $\mathbb{R}^{3}$ that do not intersect must be parallel.

## Problem 1.5.1.

Consider a plane $a x+b y+c z=d$ and a point $P_{0}:\left(x_{0}, y_{0}, z_{0}\right)$, such that $P_{0}$ is not a point on this plane.
a) Find a formula for the distance from the point $P_{0}:\left(x_{0}, y_{0}, z_{0}\right)$ to the plane $a x+b y+$ $c z=d$.
b) Find the distance from the point $(1,2,2)$ to the plane which passes through the origin $(0,0,0)$, as well as through the points $(1,1,-1)$ and $(0,2,1)$.

## Solution 1.5.1.

a) We consider the plane

$$
\Pi: a x+b y+c z=d
$$

and a point

$$
P_{0}:\left(x_{0}, y_{0}, z_{0}\right) \notin \Pi .
$$



Figure 1.22: The point $P_{0}:\left(x_{0}, y_{0}, z_{0}\right)$ and a plane $\Pi: a x+b y+c z=d$ in $\mathbb{R}^{3}$

The normal vector $\mathbf{n}$ for the plane $\Pi$ is $\mathbf{n}=(a, b, c)$ (see Figure 1.22). Consider now an arbitrary point on $\Pi$, say point $P:(x, y, z)$, and project vector $\overrightarrow{P P_{0}}$ orthogonally onto $\mathbf{n}$. This gives the distance $s$ from the point $P_{0}$ to the plane $\Pi$, i.e.

$$
s=\left\|\operatorname{proj}_{\mathbf{n}} \overrightarrow{P P_{0}}\right\|=\left|\overrightarrow{P P_{0}} \cdot \hat{\mathbf{n}}\right|=\frac{\left|\overrightarrow{P P_{0}} \cdot \mathbf{n}\right|}{\|\mathbf{n}\|}
$$

where $\hat{\mathbf{n}}=\mathbf{n} /\|\mathbf{n}\|$ and

$$
\begin{aligned}
\overrightarrow{P P_{0}}= & \left(x_{0}-x, y_{0}-y, z_{0}-z\right) \\
\overrightarrow{P P_{0}} \cdot \mathbf{n} & =a\left(x_{0}-x\right)+b\left(y_{0}-y\right)+c\left(z_{0}-z\right) \\
& =-(a x+b y+c z)+a x_{0}+b y_{0}+c z_{0} \\
& =-d+a x_{0}+b y_{0}+c z_{0}
\end{aligned}
$$

Thus the distance from $P_{0}$ to $\Pi$ is

$$
\begin{equation*}
s=\frac{\left|a x_{0}+b y_{0}+c z_{0}-d\right|}{\sqrt{a^{2}+b^{2}+c^{2}}} \tag{1.5.1}
\end{equation*}
$$

where | | denotes the absolute value.
b) We seek the distance from $P_{0}:(1,2,2)$ to the plane that contains the origin $O$ : $(0,0,0)$, as well as the points $A:(1,1,-1)$ and $B:(0,2,1)$. We name this plane $\Pi$. First we derive the equation of the plane $\Pi$.


Figure 1.23: A plane in $\mathbb{R}^{3}$ that contains the points $O, A$ and $B$.

Consider the vectors $\overrightarrow{O A}$ and $\overrightarrow{O B}$ (see Figure 1.23). Then the normal vector $\mathbf{n}$ for $\Pi$ is

$$
\mathbf{n}=\overrightarrow{O A} \times \overrightarrow{O B}
$$

where

$$
\overrightarrow{O A}=(1,1,-1), \quad \overrightarrow{O B}=(0,2,1)
$$

Calculating the above cross product, we obtain

$$
\mathbf{n}=\left|\begin{array}{rrr}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
1 & 1 & -1 \\
0 & 2 & 1
\end{array}\right|=3 \mathbf{e}_{\mathbf{1}}-\mathbf{e}_{\mathbf{2}}+2 \mathbf{e}_{\mathbf{3}}=(3,-1,2)
$$

Since the plane $\Pi$ passes through $O:(0,0,0)$, the equation for $\Pi$ must be

$$
3 x-y+2 z=0
$$

so that the distance $s$ from the point $P_{0}:(1,2,2)$ to the plane $\Pi$ is

$$
s=\frac{|(3)(1)+(-1)(2)+(2)(2)|}{\sqrt{9+1+4}}=\frac{5}{\sqrt{14}}
$$



## Problem 1.5.2.

Find the distance between the planes $\Pi_{1}: 2 x-3 y+4 z=5$ and $\Pi_{2}: 4 x-6 y+8 z=16$.

## Solution 1.5.2.

We are given two planes, namely $\Pi_{1}: 2 x-3 y+4 z=5$ and $\Pi_{2}: 4 x-6 y+8 z=16$. Dividing the equation of the plane $\Pi_{2}$ by 2 we obtain $2 x-3 y+4 z=8$. The normal vector $\mathbf{n}$ for both planes is therefore

$$
\mathbf{n}=(2,-3,4)
$$

so that we can conclude that the two planes are parallel. We now choose any point $P_{0}:\left(x_{0}, y_{0}, z_{0}\right)$ on $\Pi_{1}$ and then calculate the distance $s$ from point $P_{0}$ to $\Pi_{2} / 2$. We make use of the formula (1.5.1), namely

$$
s=\frac{\left|a x_{0}+b y_{0}+c z_{0}-d\right|}{\sqrt{a^{2}+b^{2}+c^{2}}}
$$

as derived in Problem 1.5.1 a) and given in Theoretical Remark 1.5, to calculate the distance from the point $P_{0}$ to the plane $\Pi_{2}$. For $\Pi_{2}$ we have $a=2, b=-3, c=4$ and $d=8$. To find a point $P_{0}$ that lies on the plane $\Pi_{1}$, we let $x=1$ and $y=0$, and insert those values into the equation for $\Pi_{1}$ to calculate $z$. We obtain

$$
2(1)-3(0)+4 z=5, \quad \text { so that } z=\frac{3}{4}
$$

Thus we have $P_{0}:\left(1,0, \frac{3}{4}\right)$. Calculating $s$, we obtain

$$
s=\frac{|(2)(1)-(3)(0)+(4)(3 / 4)-8|}{\sqrt{2^{2}+(-3)^{2}+4^{2}}}=\frac{|-3|}{\sqrt{29}}=\frac{3}{\sqrt{29}}
$$

Alternatively, we can use the formula $s=\left|d_{1}-d_{2}\right| /\|\mathbf{n}\|$ with $d_{1}=5$ and $d_{2}=8$, as given in Theoretical Remark 1.5.

## Problem 1.5.3.

Consider the following line $\ell$ in $\mathbb{R}^{3}$ :

$$
\ell:\left\{\begin{array}{l}
x=2 t+1 \\
y=-2 t+1 \\
z=6 t-6 \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

Find all real values for the parameter $b$, such that every point on $\ell$ is on the plane

$$
\frac{2}{3} x+b y+\frac{1}{9} z=1
$$

## Solution 1.5.3.

Since every point on $\ell$ must lie on the given plane, we insert $x, y$ and $z$, given by the parametric equation for $\ell$, into the equation of the plane. This leads to

$$
\frac{2}{3}(2 t+1)+b(-2 t+1)+\frac{1}{9}(6 t-6)=1 .
$$

Simplifying and collecting coefficients of $t$ in the above relation, we obtain

$$
(18-18 b) t+9 b-9=0 \quad \text { for all } t \in \mathbb{R}
$$

We conclude that

$$
18-18 b=0 \quad \text { and } \quad 9 b-9=0,
$$

so that $b=1$. Thus every point which is on $\ell$ is on the given plane, if and only if the plane has the equation

$$
\frac{2}{3} x+y+\frac{1}{9} z=1, \quad \text { or, equivalently, the equation } \quad 6 x+9 y+z=9
$$

## Problem 1.5.4.

Consider the plane $\Pi$ : $x+y-z=-3$ and the line

$$
\ell:\left\{\begin{array}{l}
x=t+1 \\
y=2 t+1 \\
z=2 t+2 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

a) Find a parametric equation for the line $\hat{\ell}$, such that $\hat{\ell}$ is the orthogonal projection of the given line $\ell$ onto the given plane $\Pi$.
b) Find all points on the given line $\ell$, such that the distance between those points and the given plane $\Pi$ is $2 \sqrt{3}$.
c) Find a parametric equation for the line $\ell^{*}$, such that $\ell^{*}$ is the reflection of the given line $\ell$ about the given plane $\Pi$.

## Solution 1.5.4.

a) First we find the intersection of the given line $\ell$ with the plane $\Pi$ :

An arbitrary point $P_{t}$ on $\ell$ has the coordinates

$$
P_{t}: \quad(t+1,2 t+1,2 t+2),
$$

so that, for every $t \in \mathbb{R}, P_{t}$ is a point on $\ell$. To find the intersection of $\ell$ with $\Pi$, we insert

$$
x=t+1, \quad y=2 t+1, \quad z=2 t+2
$$

into the equation of $\Pi$. This leads to

$$
(t+1)+(2 t+1)-(2 t+2)=-3
$$

from which we can solve $t$, to obtain $t=-3$. Therefore, the point $P$ which lies on both $\ell$ and $\Pi$ has the following coordinates (see Figure 1.24):

$$
P:(-2,-5,-4)
$$



Figure 1.24: The line of orthogonal projection $\hat{\ell}$ of the line $\ell$ onto the plane $\Pi$.

To find the direction of $\hat{\ell}$, such that $\hat{\ell}$ is the line that represents the orthogonal projection of $\ell$ onto $\Pi$, we choose any point $Q$ on $\ell$ (different from the point $P$ ), say the point

$$
Q:(1,1,2)
$$

Then we have $\overrightarrow{P Q}=(3,6,6)$ and following Figure 1.24 , we obtain

$$
\overrightarrow{P M}=\overrightarrow{P Q}-\overrightarrow{M Q}
$$

where $\overrightarrow{P M}$ is the orthogonal projection of $\overrightarrow{P Q}$ onto $\hat{\ell}$ and hence $\overrightarrow{P M}$ is the orthogonal projection of $\overrightarrow{P Q}$ onto $\Pi$. To find $\overrightarrow{M Q}$ we project $\overrightarrow{P Q}$ orthogonally onto the normal vector $\mathbf{n}$ of $\Pi$, where $\mathbf{n}=(1,1,-1)$. Thus

$$
\overrightarrow{M Q}=\operatorname{proj}_{\mathbf{n}} \overrightarrow{P Q}=(\overrightarrow{P Q} \cdot \hat{\mathbf{n}}) \hat{\mathbf{n}}=\left(\frac{\overrightarrow{P Q} \cdot \mathbf{n}}{\mathbf{n} \cdot \mathbf{n}}\right) \mathbf{n}
$$

Calculating the above orthogonal projection we obtain $\overrightarrow{M Q}=(1,1-1)$, so that

$$
\overrightarrow{P M}=(3,6,6)-(1,1,-1)=(2,5,7)
$$

Since the line $\hat{\ell}$ is passing through the point $P:(-2,-5,-4)$ and has the direction $\overrightarrow{P M}$, the parametric equation for $\hat{\ell}$ is

$$
\hat{\ell}:\left\{\begin{array}{l}
x=2 t-2 \\
y=5 t-5 \\
z=7 t-4 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$
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b) In Problem 1.5.1 we have derived a formula for the distance $s$ from the point $P_{0}:\left(x_{0}, y_{0}, z_{0}\right)$ to the plane $a x+b y+c z=d$, namely the formula

$$
s=\frac{\left|a x_{0}+b y_{0}+c z_{0}-d\right|}{\sqrt{a^{2}+b^{2}+c^{2}}} .
$$

Any point $S_{t}$ on $\ell$ has the coordinates

$$
S_{t}:(t+1,2 t+1,2 t+2)
$$

for any choice $t \in \mathbb{R}$. We can thus calculate the distance $s$ from the point $S_{t}$ to the given plane $\Pi: x+y-z=-3$ by using the above formula. We obtain

$$
s=\frac{|1(t+1)+1(2 t+1)-1(2 t+2)-(-3)|}{\sqrt{1+1+1}}=\frac{|t+3|}{\sqrt{3}}
$$



Figure 1.25: The line of reflection $\ell^{*}$ of the line $\ell$ about the plane $\Pi$.

We now seek the point $S_{t}$, such that $s=2 \sqrt{3}$. Hence we have

$$
\frac{|t+3|}{\sqrt{3}}=2 \sqrt{3} \quad \text { or } \quad|t+3|=6
$$

Thus $t=3$ or $t=-9$. Using these two values of $t$ for the coordinates of $S_{t}$, we obtain the following two points on $\ell$ which are a distance $2 \sqrt{3}$ away from $\Pi$, namely the points with coordiantes

$$
(4,7,8) \quad \text { and } \quad(-8,-17,-16)
$$

c) We need to find a parametric equation for the line $\ell^{*}$, such that $\ell^{*}$ is the reflection of the given line $\ell$ about the given plane $\Pi$. Clearly, $\ell^{*}$ can be obtained by finding the reflection of $\ell$ about the line $\hat{\ell}$, which has already been obtained in part a) above. Note also that, as given in part a), we have

$$
P:(-2,-5,-4) \quad \text { and } \quad Q:(1,1,2)
$$

Let $Q^{*}$ denote the point on $\ell^{*}$, such that

$$
\overrightarrow{M Q^{*}}=-\overrightarrow{M Q}
$$

Following Figure 1.25, we have

$$
\overrightarrow{P Q^{*}}=\overrightarrow{P M}+\overrightarrow{M Q^{*}}
$$

where $\overrightarrow{P M}=(2,5,7)$ and $\overrightarrow{M Q^{*}}=-\overrightarrow{M Q}=(-1,-1,1)$ [see part a) of this problem]. Thus

$$
\overrightarrow{P Q^{*}}=(2,5,7)+(-1,-1,1)=(1,4,8)
$$

Since $\ell^{*}$ is passing through the point $P:(-2,-5,-4)$ and has the direction given by the vector $\overrightarrow{P Q^{*}}=(1,4,8)$, the parametric equation for $\ell^{*}$ takes the form

$$
\ell^{*}:\left\{\begin{array}{l}
x=t-2 \\
y=4 t-5 \\
z=8 t-4 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

## Problem 1.5.5.

Consider the plane $\Pi: 2 x+y+z=5$ and the line

$$
\ell:\left\{\begin{array}{l}
x=t+2 \\
y=-5 t+1 \\
z=3 t+3 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

where $\Pi$ and $\ell$ are parallel.
a) Find a parametric equation for the line $\hat{\ell}$, such that $\hat{\ell}$ is the orthogonal projection of the given line $\ell$ onto the given plane $\Pi$.
b) Find a parametric equation for the line $\ell$, such that $\ell$ is the reflection of the given line $\ell$ about the given plane $\Pi$.

## Solution 1.5.5.

a) We need to find the line $\hat{\ell}$ that is the orthogonal projection of the line $\ell$, namely

$$
\ell:\left\{\begin{array}{l}
x=t+2 \\
y=-5 t+1 \\
z=3 t+3 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

onto the given plane $\Pi$ : $2 x+y+z=5$.


Figure 1.26: The orthogonal projection of $\ell$ onto $\Pi$

We refer to Figure 1.26 and choose any two points $P$ and $Q$ on $\ell$ by respectively setting $t=0$ and $t=1$ in the above parametric equation for $\ell$. This leads to

$$
P:(2,1,3), \quad Q:(3,-4,6) .
$$

We now seek the point $Q_{0}=\left(x_{0}, y_{0}, z_{0}\right)$ in the plane $\Pi$, such that
$\overrightarrow{Q_{0} Q}$ is orthogonal to $\overrightarrow{Q P}$
and
$\overrightarrow{Q_{0} Q}$ is parallel to $\mathbf{n}=(2,1,1)$,
where $\mathbf{n}$ is the normal of the plane $\Pi$. We have

$$
\begin{aligned}
& \overrightarrow{Q_{0} Q}=\left(3-x_{0},-4-y_{0}, 6-z_{0}\right) \\
& \overrightarrow{Q_{0} P}=\left(2-x_{0}, 1-y_{0}, 3-z_{0}\right)
\end{aligned}
$$

Moreover

$$
\begin{aligned}
\overrightarrow{Q_{0} Q} & =\operatorname{proj} \overrightarrow{\boldsymbol{n}} \overrightarrow{Q_{0} P}=\left(\frac{\overrightarrow{Q_{0} P} \cdot \mathbf{n}}{\mathbf{n} \cdot \mathbf{n}}\right) \mathbf{n} \\
& =\left(\frac{2\left(2-x_{0}\right)+1\left(1-y_{0}\right)+1\left(3-z_{0}\right)}{4+1+1}\right)(2,1,1) \\
& =\left(\frac{8-\left(2 x_{0}+y_{0}+z_{0}\right)}{6}\right)(2,1,1)
\end{aligned}
$$

Since $Q_{0}$ is a point on $\Pi$ the coordinates of $Q_{0}$ have to satisfy the equations for $\Pi$, i.e.

$$
2 x_{0}+y_{0}+z_{0}=5
$$

so that

$$
\operatorname{proj}_{\boldsymbol{n}} \overrightarrow{Q_{0} P}=\left(\frac{8-5}{6}\right)(2,1,1)=\left(1, \frac{1}{2}, \frac{1}{2}\right)
$$

Hence

$$
\left(3-x_{0},-4-y_{0}, 6-z_{0}\right)=\left(1, \frac{1}{2}, \frac{1}{2}\right)
$$

and by comparing the $x$-, $y$ - and $z$-components, we obtain

$$
x_{0}=2, \quad y_{0}=-\frac{9}{2}, \quad z_{0}=\frac{11}{2}, \text { i.e. } Q_{0}:\left(2,-\frac{9}{2}, \frac{11}{2}\right)
$$

Clearly $Q_{0}$ is a point on $\hat{\ell}$, where $\hat{\ell}$ has the same direction vector $\mathbf{v}$ as $\ell$, namely

$$
\mathbf{v}=(1,-5,3)
$$

A parameteric equation for $\hat{\ell}$ is therefore

$$
\hat{\ell}:\left\{\begin{aligned}
x & =t+2 \\
y & =-5 t-\frac{9}{2} \\
z & =3 t+\frac{11}{2} \quad \text { for all } t \in \mathbb{R}
\end{aligned}\right.
$$

b) We need to find the line $\ell^{*}$ that is the reflection of the line $\ell$, namely

$$
\ell:\left\{\begin{array}{l}
x=t+2 \\
y=-5 t+1 \\
z=3 t+3 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

about the given plane $\Pi: 2 x+y+z=5$.


Figure 1.27: The reflection of $\ell$ about $\Pi$

We need to find the coordinates of the point $Q^{*}$ (see Figure 1.27). Assume that $Q^{*}$ has the coordinates $\left(x^{*}, y^{*}, z^{*}\right)$. By part a) above we know that $Q:(3,-4,6)$ and $Q_{0}:(2,-9 / 2,11 / 2)$. Since $\overrightarrow{Q_{0} Q^{*}}=\overrightarrow{Q Q_{0}}$, we have

$$
\overrightarrow{Q_{0} Q^{*}}=\left(-1,-\frac{1}{2},-\frac{1}{2}\right)
$$

But, on the other hand, we have

$$
\overrightarrow{Q_{0} Q^{*}}=\left(x^{*}-2, y^{*}+\frac{9}{2}, z^{*}-\frac{11}{2}\right),
$$

so that

$$
\overrightarrow{Q_{0} Q^{*}}=\left(x^{*}-2, y^{*}+\frac{9}{2}, z^{*}-\frac{11}{2}\right)=\left(-1,-\frac{1}{2},-\frac{1}{2}\right)
$$

leads to $x^{*}=1, y^{*}=-5$ and $z^{*}=5$. Thus we have obtained the coordinates of $Q^{*}$, namely

$$
Q^{*}:(1,-5,5) .
$$

Now, $\ell^{*}$ is passing through the point $Q^{*}$ and $\ell^{*}$ has the same direction vector as $\ell$, namely $\mathbf{v}=(1,-5,3)$. We conclude that the parametric equation of $\ell^{*}$ is

$$
\ell^{*}:\left\{\begin{array}{l}
x=t+1 \\
y=-5 t-5 \\
z=3 t+5 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$
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## Problem 1.5.6.

Consider the plane $\Pi: x-y+z=7$, as well as a triangle with vertices $A:(1,2,2)$, $B:(3,1,2)$ and $C:(1,1,1)$. Note that this triangle is not lying on the plane $\Pi$.
a) Orthogonally project the given triangle onto the plane $\Pi$ and give the vertices of the projected triangle.
b) Reflect the given triangle about the plane $\Pi$ and give the vertices of the reflected triangle.

## Solution 1.5.6.

a) We project the triangle $\triangle A B C$ with vertices $A:(1,2,2), B:(3,1,2)$ and $C$ : $(1,1,1)$ orthogonal onto the plane $\Pi: x-y+z=7$ and decribe the projected triangle $\triangle A_{\Pi} B_{\Pi} C_{\Pi}$ by calculating the vertices of this triangle, namely the coordinates of $A_{\Pi}, B_{\Pi}$ and $C_{\Pi}$ (see Figure 1.28).


Figure 1.28: $\triangle A B C$ projected orthogonally onto $\Pi$ resulting in $\triangle A_{\Pi} B_{\Pi} C_{\Pi}$.

Assume that the coordiantes of $A_{\Pi}, B_{\Pi}$ and $C_{\Pi}$ are as follows (see Figure 1.28):

$$
A_{\Pi}:\left(x_{1}, y_{1}, z_{1}\right), \quad B_{\Pi}:\left(x_{2}, y_{2}, z_{2}\right), \quad C_{\Pi}:\left(x_{3}, y_{3}, z_{3}\right)
$$



Figure 1.29: Coordinates of $A_{\Pi}$ for the projection of $\triangle A B C$

The vector $\overrightarrow{A A_{\Pi}}$ can be obtained by projecting $\overrightarrow{A B_{\Pi}}$ orthogonally onto $\mathbf{n}$. That is

$$
\overrightarrow{A A_{\Pi}}=\operatorname{proj}_{\mathbf{n}} \overrightarrow{A B_{\Pi}}=\left(\frac{\overrightarrow{A B_{\Pi}} \cdot \mathbf{n}}{\mathbf{n} \cdot \mathbf{n}}\right) \mathbf{n},
$$

where
$\overrightarrow{A A_{\Pi}}=\left(x_{1}-1, y_{1}-2, z_{1}-2\right), \quad \overrightarrow{A B_{\Pi}}=\left(x_{2}-1, y_{2}-2, z_{2}-2\right), \quad \mathbf{n}=(1,-1,1)$.
Calculating we obtain

$$
\begin{aligned}
\overrightarrow{A A_{\Pi}}=\operatorname{proj}_{\mathbf{n}} \overrightarrow{A B_{\Pi}} & =\left(\frac{1\left(x_{2}-1\right)-1\left(y_{2}-2\right)+1\left(z_{2}-2\right)}{1+1+1}\right)(1,-1,1) \\
& =\left(\frac{x_{2}-y_{2}+z_{2}-1}{3}\right)(1,-1,1)=(2,-2,2),
\end{aligned}
$$

where $x_{2}-y_{2}+z_{2}=7$ as this is a point on the plane $\Pi$. We have

$$
\overrightarrow{A A_{\Pi}}=\left(x_{1}-1, y_{1}-2, z_{1}-2\right)=(2,-2,2),
$$

so that $x_{1}=3, y_{1}=0, z_{1}=4$ and the coordinates of $A_{\Pi}$ are

$$
A_{\Pi}:(3,0,4) .
$$

To find the coordinates of $B_{\Pi}$, we project $\overrightarrow{B A_{\Pi}}$ orthogonally onto $\mathbf{n}$ (see Figure 1.30), i.e.

$$
\overrightarrow{B B_{\Pi}}=\operatorname{proj}_{\mathbf{n}} \overrightarrow{B A_{\Pi}}=\left(\frac{\overrightarrow{B A_{\Pi}} \cdot \mathbf{n}}{\mathbf{n} \cdot \mathbf{n}}\right) \mathbf{n}
$$

where

$$
\overrightarrow{B A_{\Pi}}=(0,-1,2), \quad \overrightarrow{B B_{\Pi}}=\left(x_{2}-3, y_{2}-1, z_{2}-2\right), \quad \mathbf{n}=(1,-1,1)
$$



Figure 1.30: Coordinates of $B_{\Pi}$ for the projection of $\triangle A B C$

Calculating we obtain

$$
\overrightarrow{B B_{\Pi}}=\operatorname{proj}_{\mathbf{n}} \overrightarrow{B A_{\Pi}}=(1,-1,1)
$$

so that

$$
\overrightarrow{B B_{\Pi}}=\left(x_{2}-3, y_{2}-1, z_{2}-2\right)=(1,-1,1)
$$

The coordinates of $B_{\Pi}$ are then
$B_{\Pi}:(4,0,3)$.
In the same way, we project $\overrightarrow{C B_{\Pi}}$ orthogonally onto $\mathbf{n}$ to find $C_{\Pi}$ (see Figure 1.31).


Figure 1.31: Coordinates of $C_{\Pi}$ for the projection of $\triangle A B C$

We obtain

$$
\overrightarrow{C C_{\Pi}}=\operatorname{proj}_{\mathbf{n}} \overrightarrow{C B_{\Pi}}=(2,-2.2)
$$

and comparing this with $\overrightarrow{C C_{\Pi}}=\left(x_{3}-1, y_{3}-1, z_{3}-1\right)$, we obtain

$$
C_{\Pi}:(3,-1,3) .
$$

This completes the calculations of the vertices for $\triangle A_{\Pi} B_{\Pi} C_{\Pi}$.

b) We reflect the triangle $\triangle A B C$ with vertices $A:(1,2,2), B:(3,1,2)$ and $C:(1,1,1)$ about the plane $\Pi: x-y+z=7$ and decribe the reflected triangle $\triangle A^{*} B^{*} C^{*}$ by calculating the vertices of this triangle, namely the coordinates of $A^{*}, B^{*}$ and $C^{*}$ (see Figure 1.32).


Figure 1.32: $\triangle A B C$ reflected about $\Pi$ resulting in $\triangle A^{*} B^{*} C^{*}$.

We assume that the coordinates of $A^{*}, B^{*}$ and $C^{*}$ are as follows (see Figure 1.32):

$$
A^{*}:\left(x_{1}^{*}, y_{1}^{*}, z_{1}^{*}\right), \quad B^{*}:\left(x_{2}^{*}, y_{2}^{*}, z_{2}^{*}\right), \quad C^{*}:\left(x_{3}^{*}, y_{3}^{*}, z_{3}^{*}\right)
$$

From part a) above we have (see also Figure 1.32)

$$
\overrightarrow{A A^{*}}=2 \overrightarrow{A A_{\Pi}}=2(2,-2,2)=(4,-4,4),
$$

and, moreover,

$$
\overrightarrow{A A^{*}}=\left(x_{1}^{*}-1, y_{1}^{*}-2, z_{1}^{*}-2\right)=(4,-4,4)
$$

Thus $x_{1}^{*}=5, y_{1}^{*}=-2$ and $z_{1}^{*}=6$, so we have found the coordiantes of $A^{*}$, namely

$$
A^{*}:(5,-2,6)
$$

Also

$$
\begin{aligned}
& \overrightarrow{B B^{*}}=2 \overrightarrow{B B_{\Pi}}=2(1,-1,1)=\left(x_{2}^{*}-3, y_{2}^{*}-1, z_{2}^{*}-2\right) \\
& \overrightarrow{C C^{*}}=2 \overrightarrow{C C_{\Pi}}=2(2,-2,2)=\left(x_{3}^{*}-1, y_{3}^{*}-1, z_{3}^{*}-1\right),
\end{aligned}
$$

which leads to the following coordinates for $B^{*}$ and $C^{*}$ :

$$
B^{*}:(5,-1,4), \quad C^{*}:(5,-3,5)
$$

### 1.6 Exercises

1. Consider the following two vectors in $\mathbb{R}^{3}: \mathbf{u}=(-1,2,3)$ and $\mathbf{v}=(1,-1,2)$.
a) Find the orthogonal projection of $\mathbf{u}$ onto $\mathbf{v}$.
[Answer: $\left.\operatorname{proj}_{\mathbf{v}} \mathbf{u}=\left(\frac{1}{2},-\frac{1}{2}, 1\right).\right]$
b) Find the orthogonal projection $\mathbf{u}_{y z}$ of $\mathbf{u}$ onto the $y z$-plane.
[Answer: $\left.\quad \mathbf{u}_{y z}=(0,2,3).\right]$
c) Find the vector $\mathbf{u}^{*}$ that is the reflection of $\mathbf{u}$ about $\mathbf{v}$.
[Answer: $\left.\quad \mathbf{u}^{*}=(2,-3,-1).\right]$
d) Find the vector $\mathbf{u}^{*}{ }_{x z}$ that is the reflection of $\mathbf{u}$ about the $x z$-plane.
[Answer: $\quad \mathbf{u}^{*}{ }_{x z}=(-1,-2,3)$.]
e) Find the vector that results when $\mathbf{u}$ is first reflected about the $x y$-plane and then reflected about the $y z$-plane. Is the resulting vector different if we first reflect about the $y z$-plane and then reflect about the $x y$-plane?
[Answer: (1, 2, -3). The vector is the same.]
f) Find the vector that results when $\mathbf{u}$ is first reflected about the $x y$-plane and then projected orthogonally onto the $y z$-plane. Is the resulting vector different if we first project orthogonally onto the $y z$-plane and then reflect about the $x y$-plane?
[Answer: $(0,2,-3)$. The vector is the same.]
2. Find all the values for $a \in \mathbb{R}$, such that the volume of the parallelepiped described by the vectors $\mathbf{u}=(1,1,2), \mathbf{v}=(-1, a, 3)$ and $\mathbf{w}=(2,1, a)$ is one cubic unit.
[Answer: $a \in\{0,1,2,3\}$.]
3. Consider the following three vectors:

$$
\mathbf{u}=a(1,1,2), \quad \mathbf{v}=(-1, b,-1), \quad \mathbf{w}=(7,1, c),
$$

where $a, b$ and $c$ are real parameters.
a) Find all values for $a, b$ and $c$, such that the given vectors $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$ describe a rectangular parallelepiped (i.e. a parallelepiped with perpendicular sides) with a volume of 132 cubic units.
[Answer: $a \in\{-2,2\}, b=3, c=-4$.]
b) Find all values for $a, b$ and $c$, such that the volume of the parallelepiped, described by the vectors $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$ with $a \neq 0$, is zero cubic units.
[Answer: $b=\frac{8-c}{c-14}$ for all $c \in \mathbb{R} \backslash\{14\}$.]
4. Consider three points $P_{1}, P_{2}$ and $P_{3}$ with the following coordinates in $\mathbb{R}^{3}$ :
$P_{1}:(2,-1,1), \quad P_{2}:(3,2,-1), \quad P_{3}:(-1,3,2)$.
a) Find the equation of the plane $\Pi_{1}$ that contains the three given points.
[Answer: $11 x+5 y+13 z=30$.]
b) Assume that the normal $\mathbf{n}$ of a plane $\Pi_{2}$ is given as $\mathbf{n}=(-2,1,4)$ and that $\Pi_{2}$ contains the given point $P_{1}$. Find the equation of $\Pi_{2}$.
[Answer: $-2 x+y+4 z=-1$.]
c) Find the angle $\theta$ between the two planes $\Pi_{1}$ and $\Pi_{2}$ that you have obtained in part a) and part b).
[Answer: $\left.\theta=\arccos \left(\frac{\sqrt{15}}{9}\right).\right]$
5. Consider a line $\ell$ in $\mathbb{R}^{3}$ that passes through the points $P_{1}:(1,-2,-1)$ and $P_{2}$ : $(3,-1,1)$.
a) Find a parametric equation for $\ell$.

## [Answer:

$$
\ell:\left\{\begin{array}{l}
x=2 t+1 \\
y=t-2 \\
z=2 t-1 \quad \text { for all } t \in \mathbb{R} .]
\end{array}\right.
$$

b) Find the distance $s$ from the origin $(0,0,0)$ to the line $\ell$ that you have obtained in part a).
[Answer: $s=\frac{5 \sqrt{2}}{3}$.]
6. Consider a triangle with vertices $A:(1,0,1), B:(2,1,-1)$ and $C:(2,2,1)$.
a) Find the distance from the point $B$ to the base of the triangle with vertices $A$ and $C$.
[Answer: $\sqrt{\frac{21}{5}}$.]
b) Find the area of the triangle $A B C$ by making use of the cross product.

$$
\text { [Answer: } \frac{1}{2} \sqrt{21} \text {. ] }
$$

7. Consider the following two lines in $\mathbb{R}^{3}$ :

$$
\ell_{1}:\left\{\begin{array}{l}
x=2 t+3 \\
y=-4 t+1 \\
z=2 t+2 \text { for all } t \in \mathbb{R},
\end{array} \quad \ell_{2}:\left\{\begin{array}{l}
x=-s \\
y=s+3 \\
z=-s-1 \quad \text { for all } s \in \mathbb{R}
\end{array}\right.\right.
$$

Do the lines intersect? If so, find the point of intersection for this case.
[Answer: The point of intersection is $(4,-1,3)$.]
8. Consider a pyramid $A B C D$ with vertices at $A:(2,1,0), B:(0,2,3), C:(1,0,1)$ and $D:(1,1,1)$ as shown in Figure 1.33.


Figure 1.33: The pyramid $A B C D$.

Find the height of this pyramid.
[Answer: The height of the pyramid is given by the distance from the point $D$ to the plane that contains the triangle $A B C$, namely $\frac{1}{\sqrt{26}}$.]

9. Consider the line $\ell$, given in parametric form by

$$
\ell:\left\{\begin{array}{l}
x=k t+2 \\
y=t-3 \\
z=3 t+4 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

and the plane $\Pi$, given by the equation

$$
\Pi: 3 x+2 y+4 z=1 .
$$

a) Determine for which value(s) of $k \in \mathbb{R}$, if any, is $\ell$ parallel to $\Pi$.
[Answer: $k=-\frac{14}{3}$.]
b) Find the distance from $\ell$ to $\Pi$ for those values of $k$ for which $\ell$ is parallel to $\Pi$, if any such values exist.
[Answer: $\frac{15}{\sqrt{29}}$.]
c) Find the intersection of $\ell$ with $\Pi$, for all those values of $k$ for which $\ell$ is not parallel to $\Pi$, if any such values exist.
[Answer: The coordinates of intersection is $\frac{1}{3 k+14}(-9 k+28,-9 k-57,12 k+11)$ for all $k \in \mathbb{R} \backslash\left\{-\frac{14}{3}\right\}$.]
10. Consider the line $\ell$ given in parametric form by

$$
\ell:\left\{\begin{array}{l}
x=-t+2 \\
y=3 t \\
z=5 t-1 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

Find all points on $\ell$, for which the distance from those points to the plane $x+y-z=2$ is $\frac{2}{\sqrt{3}}$ units.
[Answer: The points with coordinates $\left(\frac{7}{3},-1,-\frac{8}{3}\right)$ and $(1,3,4)$.]
11. Consider the plane $\Pi: x-2 y+3 z=31$ and the line $\ell$ given in parametric form by

$$
\ell:\left\{\begin{array}{l}
x=-t+2 \\
y=t-1 \\
z=-2 t+3 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

a) Find the parametric equation of the line $\hat{\ell}$, such that $\hat{\ell}$ is the orthogonal projection of $\ell$ onto $\Pi$.

## [Answer:

$$
\hat{\ell}:\left\{\begin{array}{l}
x=-5 t+4 \\
y=-4 t-3 \\
z=-t+7 \quad \text { for all } t \in \mathbb{R} .]
\end{array}\right.
$$

b) Find the parametric equation of the line $\ell^{*}$, such that $\ell^{*}$ is the reflection of $\ell$ about $\Pi$.

## [Answer:

$$
\ell^{*}:\left\{\begin{array}{l}
x=2 t+4 \\
y=-11 t-3 \\
z=7 t+13 \quad \text { for all } t \in \mathbb{R} .]
\end{array}\right.
$$

c) Find all points on $\ell$, for which the shortest distance between those points and the plane $\Pi$ is $3 / \sqrt{14}$.
[Answer: The points $\left(\frac{11}{3},-\frac{8}{3}, \frac{19}{3}\right)$ and $\left(\frac{13}{3},-\frac{10}{3}, \frac{23}{3}\right)$.]
12. Consider the plane $\Pi: 3 x+4 y-5 z=11$ and the line $\ell$ given in parametric form by

$$
\ell:\left\{\begin{array}{l}
x=t+4 \\
y=-2 t+1 \\
z=-t+3 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

where $\ell$ is parallel to $\Pi$. Find the line $\hat{\ell}$, such that $\hat{\ell}$ is the orthogonal projection of $\ell$ onto $\Pi$.
[Answer:

$$
\hat{\ell}:\left\{\begin{array}{l}
x=t+\frac{28}{5} \\
y=-2 t-\frac{1}{5} \\
z=-t+1 \quad \text { for all } t \in \mathbb{R} .]
\end{array}\right.
$$

13. Consider the plane $\Pi: 2 x-y+2 z=-5$ and the triangle $\triangle A B C$ with vertices $A:(1,0,1), B:(0,1,1)$ and $C:(1,1,0)$.
a) Find the vertices of the triangle $\triangle A_{\Pi} B_{\Pi} C_{\Pi}$, such that $\triangle A_{\Pi} B_{\Pi} C_{\Pi}$ is the orthogonal projection of $\triangle A B C$ onto $\Pi$.
[Answer: The vertices of the projected triangle $\triangle A_{\Pi} B_{\Pi} C_{\Pi}$ are $A_{\Pi}:(-1,1,-1)$, $B_{\Pi}:\left(-\frac{4}{3}, \frac{5}{3},-\frac{1}{3}\right)$ and $C_{\Pi}:\left(-\frac{1}{3}, \frac{5}{3},-\frac{4}{3}\right)$.]
b) Find the vertices of the triangle $\triangle A^{*} B^{*} C^{*}$, such that $\triangle A^{*} B^{*} C^{*}$ is the reflection of $\triangle A B C$ about $\Pi$.
[Answer: The vertices of the reflection triangle $\triangle A^{*} B^{*} C^{*}$ are $A^{*}:(-3,2,-3)$, $B^{*}:\left(-\frac{8}{3}, \frac{7}{3},-\frac{5}{3}\right)$ and $\left.C^{*}:\left(-\frac{5}{3}, \frac{7}{3},-\frac{8}{3}\right).\right]$
14. Show that the distance $s$ between two parallel planes,

$$
\begin{aligned}
& \Pi_{1}: a x+b y+c z=d_{1} \\
& \Pi_{2}: a x+b y+c z=d_{2},
\end{aligned}
$$

is given by

$$
s=\frac{\left|d_{1}-d_{2}\right|}{\|\mathbf{n}\|}
$$

where $\mathbf{n}=(a, b, c)$ is the normal vector for the planes (see Theoretical Remark 1.5).

## Chapter 2

## Matrix algebra and Gauss elimination

## The aim of this chapter:

We introduce points in the Euclidean space $\mathbb{R}^{n}$ in terms of $n$-component vectors. Those vectors can be represented in terms of column-matrices (or row-matrices). Any system of linear equations can in fact be written in the form of a matrix equation, namely $A \mathbf{x}=\mathbf{b}$, which can subsequently be investigated using matrix properties. To achieve this, we introduce addition and multiplication of matrices, the determinant of a square matrix and the inverse of a square matrix (for those matrices that are invertible). For solving systems of linear equations, we use the method of Gauss elimination and also introduce an alternate method following Cramer's rule, by which certain types of square linear systems can be solved.

### 2.1 Matrix operations of addition and multiplication

We introduce vectors in the Euclidean space $\mathbb{R}^{n}$ and describe the basic vector operations.

## Theoretical Remarks 2.1.

1. Vectors in $\mathbb{R}^{n}$ :

A vector $\mathbf{u}$ in the Euclidean space $\mathbb{R}^{n}$ is an $n$-tuple $\left(u_{1}, u_{2}, \ldots, u_{n}\right)$. We write

$$
\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)
$$

Here $u_{1}, u_{2}, \ldots, u_{n}$ are numbers (real or complex, although we consider only real numbers in this book). Every $n$-tuple denotes a unique vector or point in $\mathbb{R}^{n}$. We
can represent $\mathbf{u}$ by an $n \times 1$ column-matrix

$$
\mathbf{u}=\left(\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{n}
\end{array}\right)
$$

or we can represent $\mathbf{u}$ by an $1 \times n$ row-matrix

$$
\mathbf{u}=\left(u_{1} u_{2} \ldots u_{n}\right) .
$$

Consider, furthermore, the vectors $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$. We have the following

## Properties:

- $\mathbf{u}+\mathbf{v}=\left(u_{1}+v_{1}, u_{2}+u_{2}, \ldots, u_{n}+v_{n}\right)=\mathbf{v}+\mathbf{u}$
- $(\mathbf{u}+\mathbf{v})+\mathbf{w}=\mathbf{u}+(\mathbf{v}+\mathbf{w})$
- $r \mathbf{u}=\left(r u_{1}, r u_{2}, \ldots, r u_{n}\right)=\mathbf{u} r$ for all $r \in \mathbb{R}$.
- $0 \mathbf{u}=\mathbf{0}=(0,0, \ldots, 0)$ called the zero-vector of $\mathbb{R}^{n}$.


## 2. Matrix addition and multiplication with constants:

Consider the following $m \times n$ matrix

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \cdots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right),
$$

where $a_{i j}$ are numbers (real or complex, although we consider only real numbers in this book).

Note: In some cases it is convenient to denote matrix $A$ as follows:

$$
A=\left[a_{i j}\right] \quad \text { or } \quad A=\left[\begin{array}{llll}
\mathbf{a}_{\mathbf{1}} & \mathbf{a} & \mathbf{a}_{\mathbf{2}} & \ldots
\end{array} \mathbf{a}_{\mathbf{n}}\right], \quad \text { where } \mathbf{a}_{\mathbf{j}} \in \mathbb{R}^{m} .
$$

Consider two matrices of size $m \times n$, namely

$$
A=\left[a_{i j}\right] \quad \text { and } B=\left[b_{i j}\right] .
$$

We define addition and multiplications as follows:

## Addition of matrices:

$$
A+B=\left[a_{i j}+b_{i j}\right]
$$

## Multiplication with a constant:

$$
\begin{aligned}
& r A=\left[r a_{i j}\right]=A r \quad \text { for all } r \in \mathbb{R} \\
& 0 A=\left[0 a_{i j}\right]=0_{m n}, \quad \text { where } 0_{m n} \text { denotes the } m \times n \text { zero matrix. }
\end{aligned}
$$

We have the following

## Properties:

Let $A, B$ and $C$ be matrices of size $m \times n$ and let $r$ and $s$ be any real numbers. Then

- $A+B=B+A$
- $(A+B)+C=A+(B+C)$
- $A+0_{m n}=A$
- $r(A+B)=r A+r B$
- $(r+s) A=r A+s A$
- $r(s A)=(r s) A$.



## 3. Matrix-vector multiplication:

Consider the $m \times n$ matrix $A$, namely

$$
A=\left[\begin{array}{llll}
\mathbf{a}_{\mathbf{1}} & \mathbf{a}_{2} & \ldots & \mathbf{a}_{\mathbf{n}}
\end{array}\right], \quad \mathbf{a}_{\mathbf{j}} \in \mathbb{R}^{m},
$$

and consider the vector $\mathbf{x} \in \mathbb{R}^{n}$, namely

$$
\mathbf{x}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)
$$

The matrix-vector product $A \mathrm{x}$ is a vector in $\mathbb{R}^{m}$ defined as follows:

$$
A \mathbf{x}=x_{1} \mathbf{a}_{\mathbf{1}}+x_{2} \mathbf{a}_{\mathbf{2}}+\cdots+x_{n} \mathbf{a}_{\mathbf{n}} .
$$

Let $A$ be an $m \times n$ matrix, let $\mathbf{u}$ and $\mathbf{v}$ be two vectors in $\mathbb{R}^{n}$ and let $r$ be any real number. We have the following

## Properties:

- $A(\mathbf{u}+\mathbf{v})=A \mathbf{u}+A \mathbf{v}$
- $r A(\mathbf{u})=A(r \mathbf{u})$.


## 4. Matrix-matrix multiplication:

Let $A$ be an $m \times n$ matrix and $B$ be an $n \times p$ matrix, where

$$
B=\left[\begin{array}{llll}
\mathbf{b}_{\mathbf{1}} & \mathbf{b}_{\mathbf{2}} & \cdots & \mathbf{b}_{\mathbf{p}}
\end{array}\right], \quad \mathbf{b}_{\mathbf{j}} \in \mathbb{R}^{n} .
$$

The matrix-matrix product $A B$ is a matrix of size $m \times p$ defined as follows:

$$
A B=\left[A \mathbf{b}_{\mathbf{1}} A \mathbf{b}_{\mathbf{2}} \cdots A \mathbf{b}_{\mathbf{p}}\right]
$$

For the properties listed below, we assume that the matrices $A, B$ and $C$ are of the correct size, such that the listed properties do not contradict the above given definitions. Let $r$ be any real number. We have the following

## Properties:

- $A(B C)=(A B) C$
- $A(B+C)=A B+A C$
- $(A+B) C=A C+B C$
- $r(A B)=(r A) B=A(r B)$.

The $n \times n$ identity matrix, denoted by $I_{n}$, is defined as follows:

$$
I_{n}=\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \cdots & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right)=\left[\begin{array}{llll}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \cdots & \mathbf{e}_{\mathbf{n}}
\end{array}\right],
$$

where $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \cdots, \mathbf{e}_{\mathbf{n}}\right\}$ is the standard basis for $\mathbb{R}^{n}$, namely

$$
\mathbf{e}_{\mathbf{1}}=(1,0, \ldots, 0), \quad \mathbf{e}_{\mathbf{2}}=(0,1, \ldots, 0), \quad \ldots, \quad \mathbf{e}_{\mathbf{n}}=(0,0, \ldots, 1) .
$$

Let $A$ be an $m \times n$ matrix and let $\mathbf{u} \in \mathbb{R}^{n}$. Then

- $A I_{n}=A=I_{m} A$.
- $I_{n} \mathbf{u}=\mathbf{u}$.
- $I_{n}^{p}=I_{n} \quad$ for all $p \in \mathbb{N}$.

Remark: Let $A$ be an $m \times n$ matrix and $B$ an $n \times m$ matrix. Then the product

$$
A B=0_{m m},
$$

where $0_{m m}$ denotes the $m \times m$ zero matrix, does not imply that $A$ is a zero matrix or that $B$ is a zero matrix. For example,

$$
\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\left(\begin{array}{rr}
1 & 1 \\
-1 & -1
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) .
$$

## Problem 2.1.1.

Consider the following three matrices:

$$
A=\left(\begin{array}{ccc}
a & 2 & 1 \\
1 & 0 & a
\end{array}\right), \quad B=\left(\begin{array}{ccc}
2 & a & 0 \\
0 & 1 & 2 a^{2}
\end{array}\right), \quad C=\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right),
$$

where $a$ is an unspecified real parameter. Find all values for $a$, such that

$$
A+B=C
$$

## Solution 2.1.1.

We add matrices $A$ and $B$ and compare every entry of the resulting matrix with the corresponding entries in matrix $C$ :

$$
\left(\begin{array}{ccc}
a+2 & 2+a & 1 \\
1 & 1 & a+2 a^{2}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right)
$$

We obtain

$$
a+2=1, \quad 2+a=1, \quad a+2 a^{2}=1,
$$

for which $a=-1$ is the only common solution.

## Problem 2.1.2.

Consider the following two matrices:

$$
A=\left(\begin{array}{cc}
a & b \\
1 & 2
\end{array}\right), \quad B=\left(\begin{array}{cc}
1 & 2 \\
1 & 0
\end{array}\right)
$$

where $a$ and $b$ are unspecified real parameters. Find all values for $a$ and $b$, such that

$$
A B=B A .
$$

## Solution 2.1.2.

We multiply the matrices $A$ and $B$ in the order $A B$ :

$$
A B=\left(\begin{array}{ll}
a & b \\
1 & 2
\end{array}\right)\left(\begin{array}{ll}
1 & 2 \\
1 & 0
\end{array}\right)=\left(\begin{array}{cc}
a+b & 2 a \\
3 & 2
\end{array}\right)
$$

For the multiplication $B A$, we obtain

$$
B A=\left(\begin{array}{ll}
1 & 2 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
a & b \\
1 & 2
\end{array}\right)=\left(\begin{array}{cc}
a+2 & b+4 \\
a & b
\end{array}\right) .
$$

Comparing now every entry in $A B$ with the corresponding entries in $B A$, we obtain

$$
a+b=a+2, \quad 2 a=b+4, \quad a=3, \quad b=2 .
$$

The above system of equations has the solution $a=3$ and $b=2$. Thus for the values $a=2$ and $b=3$ in $A$, the matrices $A$ and $B$ commute, i.e. $A B=B A$, and for all other values of $a$ and $b$, the matrix multiplication does not commute, i.e. $A B \neq B A$.

## Problem 2.1.3.

Consider the matrix

$$
A=\left(\begin{array}{ll}
0 & b \\
c & 0
\end{array}\right)
$$

where $b$ and $c$ are unspecified real parameters. Find all values of $b$ and $c$, such that

$$
A^{2}=I_{2}
$$

where $I_{2}$ is the $2 \times 2$ identity matrix.

## Solution 2.1.3.

We calculate $A^{2}$ :

$$
A^{2}=\left(\begin{array}{ll}
0 & b \\
c & 0
\end{array}\right)\left(\begin{array}{ll}
0 & b \\
c & 0
\end{array}\right)=\left(\begin{array}{cc}
b c & 0 \\
0 & b c
\end{array}\right) .
$$

The $2 \times 2$ identity matrix $I_{2}$ is

$$
I_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
$$

Comparing each entry in $A^{2}$ with the corresponding entries of $I_{2}$, we obtain

$$
b c=1 .
$$

We conclude that the matrix

$$
A=\left(\begin{array}{cc}
0 & b \\
\frac{1}{b} & 0
\end{array}\right)
$$

satisfies the relation $A^{2}=I_{2}$ for all $b \in \mathbb{R} \backslash\{0\}$.

### 2.2 The determinant of square matrices

We introduce the determinant of square matrices and show how to compute those using the cofactor expansion and elementary row operations.

## Need help with your dissertation?

Get in-depth feedback \& advice from experts in your topic area. Find out what you can do to improve the quality of your dissertation!

## Get Help Now

$\stackrel{r}{5}$


Go to www.helpmyassignment.co.uk for more info

## Theoretical Remarks 2.2.

1. The determinant of an $n \times n$ matrix $A=\left[a_{i j}\right]$, denoted by $\operatorname{det} A$ or $|A|$, is a number that can be calculated by the cofactor expansion across the $i^{\text {th }}$ row,

$$
\operatorname{det} A=a_{i 1} C_{i 1}+a_{i 2} C_{i 2}+\cdots+a_{i n} C_{i n}
$$

or, alternately, $\operatorname{det} A$ can be calculated by the cofactor expansion down the $j^{\text {th }}$ column,

$$
\operatorname{det} A=a_{1 j} C_{1 j}+a_{2 j} C_{2 j}+\cdots+a_{n j} C_{n j}
$$

Here the number $C_{i j}$ is the $(i, j)$-cofactor of $A$, namely

$$
C_{i j}=(-1)^{i+j} \operatorname{det} A_{i j},
$$

where $A_{i j}$ denotes the $(n-1) \times(n-1)$ matrix, obtained from matrix $A$ by removing the $i^{\text {th }}$ row and the $j^{\text {th }}$ column in $A$.
2. Two matrices $A$ and $B$ are said to be row equivalent (we write $A \sim B$ ) if $B$ can be obtained from $A$ by applying a finite number of elementary row operations on $A$. The three elementary row operations are the following:
i. Replace one row by adding that row to the multiple of another row.
ii. Interchange two rows.
iii. Multiply all entries in a row by a nonzero constant $k$.
3. The calculations for the determinant of $A$ can be simplified by applying elementary row operations on $A$. The relation between the determinant of $A$ and the determinant of its row equivalent matrices, are as follows:

- If $A \sim B$, where $B$ was obtained by applying the elementary row operation (i) on $A$, then $\operatorname{det} B=\operatorname{det} A$.
- If $A \sim B$, where $B$ was obtained by applying the elementary row operation (ii) on $A$, then $\operatorname{det} B=-\operatorname{det} A$.
- If $A \sim B$, where $B$ was obtained by applying the elementary row operation (iii) on $A$, then $\operatorname{det} B=k \operatorname{det} A$.

4. Let $A$ and $B$ be $n \times n$ matrices. Then we have the following

## Properties:

- $\operatorname{det}(A B)=(\operatorname{det} A)(\operatorname{det} B)$
- $\operatorname{det}\left(A^{m}\right)=(\operatorname{det} A)^{m}$ for any $m \in \mathbb{N}$.
- $\operatorname{det} A^{T}=\operatorname{det} A$.

Note: The transpose of any $m \times n$ matrix $B$ is an $n \times m$ matrix $B^{T}$, where the columns in $B$ are the rows in $B^{T}$.

- $\operatorname{det}(c A)=c^{n} \operatorname{det} A \quad$ for any number $c$.
- The determinant of a diagonal matrix is given by the product of all its diagonal elements.
- The determinant of a lower triangular matrix or an upper triangular matrix is given by the product of all its diagonal elements.
Note: A square matrix is said to be lower triangular if all the entries above its diagonal enties are zero elements. Similarly, a square matrix is said to be upper triangular if all the entries below its diagonal entries are zero elements.
- $\operatorname{det} I_{n}=1$, where $I_{n}$ is the $n \times n$ identity matrix.
- $\operatorname{det}\left(A^{-1}\right)=\frac{1}{\operatorname{det}(A)}$, where $A^{-1}$ denotes the inverse of the matrix $A$.

Note: For details on the inverse of matrices and how to obtain the inverse, see Theoretical Remark 2.3.
5. Consider three vectors, $\mathbf{u}, \mathbf{v}$ and $\mathbf{w}$, in $\mathbb{R}^{3}$. Then

- the area of the parallelogram described by $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)$ is given by the norm of the cross product

$$
\|\mathbf{u} \times \mathbf{v}\|=\left\|\operatorname{det}\left(\begin{array}{ccc}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
u_{1} & u_{2} & u_{3} \\
v_{1} & v_{2} & v_{3}
\end{array}\right)\right\| ;
$$

- the volume of the parallelepiped described by $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right), \mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}, w_{3}\right)$ is given by the triple product

$$
|\mathbf{u} \cdot(\mathbf{v} \times \mathbf{w})|=\left|\operatorname{det}\left(\begin{array}{ccc}
u_{1} & u_{2} & u_{3} \\
v_{1} & v_{2} & v_{3} \\
w_{1} & w_{2} & w_{3}
\end{array}\right)\right|
$$

See Theoretical Remark $\mathbf{1 . 2}$ for details regarding the cross product and the triple product for vectors in $\mathbb{R}^{3}$.

## Problem 2.2.1.

Compute the determinant of the following matrices:

$$
A=\left(\begin{array}{ll}
1 & 4 \\
2 & 3
\end{array}\right), \quad B=\left(\begin{array}{rrr}
1 & -2 & 2 \\
3 & 1 & 1 \\
-1 & -2 & 1
\end{array}\right), \quad C=\left(\begin{array}{rrrr}
1 & -1 & 0 & 1 \\
2 & 1 & 2 & -1 \\
3 & 0 & 1 & 2 \\
-1 & 4 & 1 & 2
\end{array}\right)
$$

## Solution 2.2.1.

Below we compute the determinant of the given matices by cofactor expansions across the 1st row.

$$
\begin{aligned}
\operatorname{det} A= & \left|\begin{array}{ll}
1 & 4 \\
2 & 3
\end{array}\right|=a_{11} C_{11}+a_{12} C_{12}=a_{11}(-1)^{1+1} \operatorname{det} A_{11}+a_{12}(-1)^{1+2} \operatorname{det} A_{12} \\
& =3-8=-5
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{det} B & =\left|\begin{array}{rrr}
1 & -2 & 2 \\
3 & 1 & 1 \\
-1 & -2 & 1
\end{array}\right|=1\left|\begin{array}{rr}
1 & 1 \\
-2 & 1
\end{array}\right|-(-2)\left|\begin{array}{rr}
3 & 1 \\
-1 & 1
\end{array}\right|+2\left|\begin{array}{rr}
3 & 1 \\
-1 & -2
\end{array}\right| \\
& =1(1+2)+2(3+1)+2(-6+1)=1 .
\end{aligned}
$$

$$
\operatorname{det} C \xlongequal{ }\left|\begin{array}{rrrr}
1 & -1 & 0 & 1 \\
2 & 1 & 2 & -1 \\
3 & 0 & 1 & 2 \\
-1 & 4 & 1 & 2
\end{array}\right|=1\left|\begin{array}{rrr}
1 & 2 & -1 \\
0 & 1 & 2 \\
4 & 1 & 2
\end{array}\right|-(-1)\left|\begin{array}{rrr}
2 & 2 & -1 \\
3 & 1 & 2 \\
-1 & 1 & 2
\end{array}\right|-1\left|\begin{array}{rrr}
2 & 1 & 2 \\
3 & 0 & 1 \\
-1 & 4 & 2
\end{array}\right|
$$

$$
=1\left|\begin{array}{ll}
1 & 2 \\
1 & 2
\end{array}\right|-2\left|\begin{array}{ll}
0 & 2 \\
4 & 2
\end{array}\right|-1\left|\begin{array}{ll}
0 & 1 \\
4 & 1
\end{array}\right|+2\left|\begin{array}{ll}
1 & 2 \\
1 & 2
\end{array}\right|-2\left|\begin{array}{rr}
3 & 2 \\
-1 & 2
\end{array}\right|-1\left|\begin{array}{rr}
3 & 1 \\
-1 & 1
\end{array}\right|
$$

$$
-\left(2\left|\begin{array}{ll}
0 & 1 \\
4 & 1
\end{array}\right|-1\left|\begin{array}{rr}
3 & 1 \\
-1 & 1
\end{array}\right| 2\left|\begin{array}{rr}
3 & 0 \\
-1 & 4
\end{array}\right|\right)
$$

$$
=-12
$$

It is less tedious to compute the determinant by finding the row equivalent upper triangular matrix. We now use this procedure and again compute $\operatorname{det} C$ :

$$
\begin{aligned}
\operatorname{det} C & =\left|\begin{array}{rrrr}
1 & -1 & 0 & 1 \\
0 & 3 & 2 & -3 \\
0 & 3 & 1 & -1 \\
0 & 3 & 1 & 3
\end{array}\right|=\left|\begin{array}{rrrr}
1 & -1 & 0 & 1 \\
0 & 3 & 2 & -3 \\
0 & 0 & -1 & 2 \\
0 & 0 & -1 & 6
\end{array}\right|=\left|\begin{array}{rrrr}
1 & -1 & 0 & 1 \\
0 & 3 & 2 & -3 \\
0 & 0 & -1 & 2 \\
0 & 0 & 0 & 4
\end{array}\right| \\
& =(1)(3)(-1)(4)=-12 .
\end{aligned}
$$

## Problem 2.2.2.

Consider matrix $C$ in problem a) and compute the following:

$$
\operatorname{det}\left(C^{4}\right), \quad(\operatorname{det} C)^{4}, \quad \operatorname{det}(3 C), \quad \operatorname{det}\left(C^{T}\right)
$$

## Solution 2.2.2

$\operatorname{det}\left(C^{4}\right)=(\operatorname{det} C)^{4}=(-12)^{4}=20736$,
$(\operatorname{det} C)^{4}=(-12)^{4}=20736$,
$\operatorname{det}(3 C)=3^{4} \operatorname{det} C=(81)(-12)=-972$,
$\operatorname{det}\left(C^{T}\right)=\operatorname{det} C=-12$

## Problem 2.2.3.

Consider the matrix

$$
A=\left(\begin{array}{lll}
-2 & 1 & 2 \\
-1 & 0 & 1 \\
-2 & 1 & 2
\end{array}\right) .
$$

Find matrix $A^{p}$ for all $p \in \mathbb{N}$ by calculating $A^{2}, A^{3}, \ldots$
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## Solution 2.2.3.

We calculate $A^{2}$ and $A^{3}$ :

$$
A^{2}=\left(\begin{array}{rrr}
-1 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 1
\end{array}\right) \quad \text { and } \quad A^{3}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

Hence

$$
A^{p}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad \text { for all natural numbers } \quad p \geq 3
$$

## Problem 2.2.4.

Consider

$$
\begin{equation*}
X^{2}-2 X+I_{2}=0_{22} \tag{2.2.1}
\end{equation*}
$$

where $X$ is a $2 \times 2$ matrix, $I_{2}$ is the $2 \times 2$ identity matrix and $0_{22}$ is the $2 \times 2$ zero matrix .
a) Show that

$$
X=\left(\begin{array}{rr}
2 & 1 / 2 \\
-2 & 0
\end{array}\right)
$$

is a solution of (2.2.1) and find another solution by factorizing the matrix equation (2.2.1)
b) Show that $\operatorname{det} X=1$ for a solution $X$ of (2.2.1), even in the case where $X$ is an $n \times n$ matrix.
c) Show that (2.2.1) admits in fact infinitely many solutions.

## Solution 2.2.4.

a) We calculate

$$
\left(\begin{array}{rr}
2 & 1 / 2 \\
-2 & 0
\end{array}\right)\left(\begin{array}{rr}
2 & 1 / 2 \\
-2 & 0
\end{array}\right)-2\left(\begin{array}{rr}
2 & 1 / 2 \\
-2 & 0
\end{array}\right)+\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

and obtain the zero matrix. The matrix equation (2.2.1) can be factorized as follows:

$$
\begin{equation*}
\left(X-I_{2}\right)^{2}=0_{22}, \quad \text { so that } \quad X=I_{2} \quad \text { is another solution for (2.2.1). } \tag{2.2.2}
\end{equation*}
$$

b) It should be clear that the factorization and solution given in (2.2.2) is true when $X$ is an $n \times n$ matrix for any $n$, so that $X=I_{n}$ is a solution. Then $\operatorname{det} X=\operatorname{det} I_{n}=1$.
c) We let

$$
X-I_{2}=\left(\begin{array}{cc}
a & b \\
c & d
\end{array}\right) \quad \text { and calculate } \quad\left(\begin{array}{cc}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) .
$$

This leads to the following four conditions:

$$
\begin{equation*}
a^{2}+b c=0, \quad b(a+d)=0, \quad c(a+d)=0, \quad c b+d^{2}=0 . \tag{2.2.3}
\end{equation*}
$$

By subtracting the first equation from the fourth equation above, we obtain the equivalent system

$$
a^{2}+b c=0, \quad b(a+d)=0, \quad c(a+d)=0, \quad(a+d)(a-d)=0 .
$$

Investigating the two cases $a+d=0$ and $a-d=0$ we come to the conclusion that $a+d=0$ and $a^{2}+b c=0$ is the only case that provides all solutions. Thus

$$
X=\left(\begin{array}{rr}
a & b \\
c & -a
\end{array}\right)+\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
a+1 & b \\
c & 1-a
\end{array}\right)
$$

for all $a, b$ and $c$ such that $a^{2}+b c=0$. Moreover, $\operatorname{det} X=1$. The matrix equation

$$
X^{2}-2 X+I_{2}=0_{22}
$$

has therefore infinitely many solutions.

### 2.3 The inverse of square matrices

In this section we introduce the inverse of a square matrix and show how to find this inverse, for invertible square matrices. The determinant of the matrices plays a central role in this discussion.

## Theoretical Remarks 2.3.

Let $A$ be an $n \times n$ matrix. The matrix $A$ is said to be invertible if there exists another $n \times n$ matrix $A^{-1}$, called the inverse of $A$, such that

$$
A^{-1} A=A A^{-1}=I_{n} .
$$

A square matrix that is not invertible is said to be singular.
We have the following statements:

1. Matrix $A$ is invertible if and only if $\operatorname{det} A \neq 0$.
2. Matrix $A$ is invertible if and only if $A$ is row equivalent to the $n \times n$ identity matrix $I_{n}$. That is, $A$ is invertible if and only if the reduced echelon form of $\left[\begin{array}{ll}A & I_{n}\end{array}\right]$ is $\left[\begin{array}{ll}I_{n} & A^{-1}\end{array}\right]$.
3. If matrix $A$ is invertible, then

$$
A^{-1}=\frac{\operatorname{adj}(A)}{\operatorname{det} A}
$$

where $\operatorname{adj}(A)$ denotes the adjugate of $A$, given by the matrix

$$
\operatorname{adj}(A)=\left(\begin{array}{cccc}
C_{11} & C_{21} & \cdots & C_{n 1} \\
C_{12} & C_{22} & \cdots & C_{n 2} \\
\vdots & \vdots & \vdots & \\
C_{1 n} & C_{2 n} & \cdots & C_{n n}
\end{array}\right)
$$

Here $C_{i j}$ is the $(i, j)$-cofactor of $A$, namely

$$
C_{i j}=(-1)^{i+j} \operatorname{det} A_{i j} .
$$

Let $A$ and $B$ be $n \times n$ invertible matrices. Then we have the following

## Properties:

- $\left(A^{-1}\right)^{-1}=A$
- $(c A)^{-1}=c^{-1} A^{-1}$ for nonzero numbers $c$.
- $\left(A^{T}\right)^{-1}=\left(A^{-1}\right)^{T}$, where $A^{T}$ is the transpose of $A$.
- $(A B)^{-1}=B^{-1} A^{-1}$
- $\operatorname{det}\left(A^{-1}\right)=\frac{1}{\operatorname{det} A}$.


## Problem 2.3.1.

Consider three $n \times n$ matrices, namely $A, B$ and $C$, where $A$ and $B$ are invertible matrices such that the following matrix equation is satisfied:

$$
A^{2} B+A=A C
$$

Find $A$.

## Solution 2.3.1.

We multiply the given matrix equation

$$
A^{2} B+A=A C
$$

by $A^{-1}$ from the left, i.e.

$$
A^{-1} A^{2} B+A^{-1} A=A^{-1} A C
$$

and obtain

$$
A B+I_{n}=C .
$$

We now multiply the previous matrix equation by $B^{-1}$ from the right, i.e.

$$
A B B^{-1}+I_{n} B^{-1}=C B^{-1}
$$

where $I_{n} B^{-1}=B^{-1}$ and $A B B^{-1}=A I_{n}=A$. Thus

$$
A=C B^{-1}-B^{-1} .
$$

## Problem 2.3.2.

Let $X, A$ and $B$ be $n \times n$ matrices, where $A$ and $X$ are invertible matrices such that

$$
B X^{-1}+2 A=B A X^{-1}
$$

a) Find $X$.
b) Find $X$, such that

$$
A=\left(\begin{array}{ll}
1 & 2 \\
3 & 2
\end{array}\right), \quad B=\left(\begin{array}{ll}
1 & 2 \\
4 & 3
\end{array}\right)
$$

## Solution 2.3.2.

a) We multiply the given matrix equation

$$
B X^{-1}+2 A=B A X^{-1}
$$

by $X$ from the right to obtain

$$
B+2 A X=B A \quad \text { or } \quad A X=\frac{1}{2} B A-\frac{1}{2} B
$$

We now multiply the provious matrix equation by $A^{-1}$ from the left to obtain

$$
X=A^{-1}\left(\frac{1}{2} B A-\frac{1}{2} B\right) \quad \text { or } \quad X=\frac{1}{2} A^{-1} B\left(A-I_{n}\right) .
$$

b) For

$$
A=\left(\begin{array}{ll}
1 & 2 \\
3 & 2
\end{array}\right) \quad \text { and } \quad B=\left(\begin{array}{ll}
1 & 2 \\
4 & 3
\end{array}\right)
$$

we have

$$
A-I_{2}=\left(\begin{array}{ll}
0 & 1 \\
3 & 1
\end{array}\right) \quad \text { and } \quad A^{-1}=\left(\begin{array}{rr}
-1 / 2 & 1 / 2 \\
3 / 4 & -1 / 4
\end{array}\right) .
$$

Inserting this into the result that was obtained for $X$ above, namely $X=\frac{1}{2} A^{-1} B\left(A-I_{2}\right)$, we obtain

$$
X=\left(\begin{array}{rr}
3 / 4 & 1 \\
9 / 8 & 1 / 4
\end{array}\right) .
$$

## Problem 2.3.3.

Calculate the inverse of the following matrix:

$$
A=\left(\begin{array}{rrrr}
1 & -1 & 0 & 1 \\
0 & 1 & 1 & 1 \\
-1 & 0 & 1 & 0 \\
-1 & 1 & 1 & 1
\end{array}\right)
$$



## Solution 2.3.3.

To gain the inverse of matrix $A$, we find the reduced echelon form of $\left[A I_{4}\right]$. We obatin

$$
\begin{aligned}
& {\left[\begin{array}{ll}
A & I_{4}
\end{array}\right]=\left(\begin{array}{rrrr|rrrr}
1 & -1 & 0 & 1 & \mid r & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & \mid & 0 & 1 & 0 \\
0 \\
-1 & 0 & 1 & 0 & \mid & 0 & 0 & 1 \\
-1 & 1 & 1 & 1 & & 0 & 0 & 0 \\
1
\end{array}\right)} \\
& \sim\left(\begin{array}{rrrr|rrrr}
1 & -1 & 0 & 1 & \mid & 1 & 0 & 0 \\
0 \\
0 & 1 & 1 & 1 & \mid & 0 & 1 & 0 \\
0 \\
0 & -1 & 1 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 2 & 1 & 0 & 0 & 1
\end{array}\right) \\
& \sim\left(\begin{array}{rrrr|rrrr}
1 & -1 & 0 & 1 & \mid & 1 & 0 & 0 \\
0 \\
0 & 1 & 1 & 1 & \mid & 0 & 1 & 0 \\
0 \\
0 & 0 & 1 & 2 & 1 & 1 & 0 & 0 \\
0 & 0 & 2 & 2 & 1 & 1 & 1 & 1
\end{array}\right) \\
& \sim\left(\begin{array}{rrrr|cccc}
1 & -1 & 0 & 1 & \mid & 1 & 0 & 0 \\
0 \\
0 & 1 & 1 & 1 & \mid & 0 & 1 & 0 \\
0 & 0 & 1 & 2 & \mid & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 / 2 & -1 / 2 & -1 / 2 & 1
\end{array}\right) \\
& \sim\left(\begin{array}{rrrl:cccr}
1 & -1 & 0 & 0 & 1 / 2 & 1 / 2 & 1 / 2 & -1 \\
0 & 1 & 1 & 0 & -1 / 2 & 3 / 2 & 1 / 2 & -1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1 & 1 / 2 & -1 / 2 & -1 / 2 & 1
\end{array}\right) \\
& \sim\left(\begin{array}{rrrr:cccr}
1 & -1 & 0 & 0 & 1 / 2 & 1 / 2 & 1 / 2 & -1 \\
0 & 1 & 0 & 0 & -1 / 2 & 1 / 2 & -1 / 2 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1 & 1 / 2 & -1 / 2 & -1 / 2 & 1
\end{array}\right) \\
& \sim\left(\begin{array}{llll:cccr}
1 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 1 & 0 & 0 & -1 / 2 & 1 / 2 & -1 / 2 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & -1 \\
0 & 0 & 0 & 1 & 1 / 2 & -1 / 2 & -1 / 2 & 1
\end{array}\right) .
\end{aligned}
$$

We conclude that the inverse of $A$ is

$$
A^{-1}=\left(\begin{array}{cccr}
0 & 1 & 0 & -1 \\
-1 / 2 & 1 / 2 & -1 / 2 & 0 \\
0 & 1 & 1 & -1 \\
1 / 2 & -1 / 2 & -1 / 2 & 1
\end{array}\right)
$$

## Problem 2.3.4.

Find all real values of $k$ such that the given matrix $A$ is invertible and calculate then the inverse of the matrix for one of those values of $k$ :

$$
A=\left(\begin{array}{ccc}
k & 1 & 2 \\
2 & 1 & k \\
k & 0 & 1
\end{array}\right)
$$

## Solution 2.3.4.

First we find all real values of $k$ for which $A$ is singular. That is, we find $k$ such that

$$
\operatorname{det} A=0, \quad \text { where }\left|\begin{array}{ccc}
k & 1 & 2 \\
2 & 1 & k \\
k & 0 & 1
\end{array}\right|=k^{2}-k-2 \quad \text { so that }(k+1)(k-2)=0 .
$$

Hence $A$ is singular for $k=-1$ or $k=2$, and therefore $A$ is invertible for all $k \in \mathbb{R} \backslash\{-1,2\}$. We choose the value $k=0$ and calculate the inverse of $A$ :

$$
\begin{aligned}
& {\left[\begin{array}{ll}
A & I_{3}
\end{array}\right]=\left(\begin{array}{lll|lll}
0 & 1 & 2 & \mid & 1 & 0 \\
2 & 0 \\
2 & 1 & 0 & \mid & 0 & 1
\end{array} 00\right) \sim\left(\begin{array}{ccc:ccc}
1 & 1 / 2 & 0 & \mid & 0 & 1 / 2 \\
0 & 1 & 2 & 1 & 0 \\
0 & 0 & 1 & \mid & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & & & 0 & 0 & 1
\end{array}\right)} \\
& \sim\left(\begin{array}{rrr|ccr}
1 & 0 & 0 & -1 / 2 & 1 / 2 & 1 \\
0 & 1 & 0 & 1 & 0 & -2 \\
0 & 0 & 1 & 0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

The inverse of $A$ is thus

$$
A^{-1}=\left(\begin{array}{rrr}
-1 / 2 & 1 / 2 & 1 \\
1 & 0 & -2 \\
0 & 0 & 1
\end{array}\right)
$$

### 2.4 Gauss elimination for systems of linear equations

In this section we describe the method of Gauss elimination to solve systems of linear equations. We prove that any consistent linear system admits either a unique solution or it admits infinitely many solutions (see Problem 2.4 c below)

## Theoretical Remarks 2.4.

A system of $m$ linear equations in $n$ unknown variables $x_{1}, x_{2}, \ldots, x_{n}$ can be written in the form of a matrix equation

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{2.4.1}
\end{equation*}
$$

where $A$ is a given $m \times n$ matrix, called the coefficient matrix of the system, $\mathbf{b}$ is a given vector in $\mathbb{R}^{m}$ and

$$
\mathbf{x}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right) \in \mathbb{R}^{n}
$$

1. The matrix equation (2.4.1) is said to be consistent, if there exists at least one solution $\mathbf{x} \in \mathbb{R}^{n}$ which satisfies (2.4.1). The matrix equation (2.4.1) is said to be inconsistent (or incompatible), if there exists no $\mathbf{x} \in \mathbb{R}^{n}$ that satisfies (2.4.1).
2. Any consistent matrix equation of the form (2.4.1) admits either a unique solution $\mathbf{x} \in \mathbb{R}^{n}$, or it admits infinitely many solutions $\mathbf{x} \in \mathbb{R}^{n}$.
3. All solutions $\mathbf{x} \in \mathbb{R}^{n}$ of (2.4.1) can be obtained by the so-called Gauss elimination method, which can be described by the following four steps:

Step I. Write down the augmented matrix $[A \mathbf{b}]$ of (2.4.1).
Step II. Apply elementary row operations on $[A \mathbf{b}]$ to convert $[A \mathbf{b}]$ into row equivalent matrices.
Step III. Apply Step II until $\left[\begin{array}{ll}A & \mathbf{b}\end{array}\right]$ is in its unique reduced echelon form, which we denote by $[B \mathbf{c}]$. The matrix equation

$$
\begin{equation*}
B \mathbf{x}=\mathbf{c}, \quad \mathbf{c} \in \mathbb{R}^{m} \tag{2.4.2}
\end{equation*}
$$

is then the simplest form of the original system $A \mathbf{x}=\mathbf{b}$. System (2.4.2) has the same solutions as system (2.4.1).
Step IV. Solve equation (2.4.2). The columns in matrix $B$ with the leading 1 's are the socalled pivot columns of matrix $A$. Every column $j$ in the coefficient matrix that is not a pivot column implies that $x_{j}$ is an arbitrary parameter in the solution $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{j}, \ldots, x_{n}\right)$ of (2.4.1). If the last column in the matrix $[B \mathbf{c}]$ is a pivot column, then system (2.4.1) is inconsistent.

## Problem 2.4.1.

Find all solutions $\mathbf{x} \in \mathbb{R}^{5}$ of the system of linear equations given by the matrix equation $A \mathbf{x}=\mathbf{b}$, where

$$
A=\left(\begin{array}{rrrrr}
0 & 1 & 2 & -1 & 0 \\
1 & 0 & -1 & 0 & 3 \\
2 & 0 & 1 & 3 & 9
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{r}
1 \\
-4 \\
-5
\end{array}\right)
$$

## Solution 2.4.1.

The augmented matrix $[A \mathbf{b}]$ of the given system is

$$
\left[\begin{array}{ll}
A & \mathbf{b}
\end{array}\right]=\left(\begin{array}{rrrrrr}
0 & 1 & 2 & -1 & 0 & 1 \\
1 & 0 & -1 & 0 & 3 & -4 \\
2 & 0 & 1 & 3 & 9 & -5
\end{array}\right)
$$

Applying elementary row operations, we bring $[A \mathbf{b}]$ in its unique reduced echelon form:

$$
\begin{aligned}
{\left[\begin{array}{ll}
A & \mathbf{b}
\end{array}\right] } & \sim\left(\begin{array}{rrrrrr}
1 & 0 & -1 & 0 & 3 & -4 \\
0 & 1 & 2 & -1 & 0 & 1 \\
2 & 0 & 1 & 3 & 9 & -5
\end{array}\right) \\
& \sim\left(\begin{array}{rrrrrr}
1 & 0 & -1 & 0 & 3 & -4 \\
0 & 1 & 2 & -1 & 0 & 1 \\
0 & 0 & 3 & 3 & 3 & 3
\end{array}\right) \\
& \sim\left(\begin{array}{rrrrrr}
1 & 0 & -1 & 0 & 3 & -4 \\
0 & 1 & 2 & -1 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 1
\end{array}\right) \\
& \sim\left(\begin{array}{rrrrrr}
1 & -3 & 0 & 10 & 10 & 0 \\
0 & 1 & 0 & -3 & -2 & -1 \\
0 & 0 & 1 & 1 & 1 & 1
\end{array}\right) \\
& \sim\left(\begin{array}{rrrrrr}
1 & 0 & 0 & 1 & 4 & -3 \\
0 & 1 & 0 & -3 & -2 & -1 \\
0 & 0 & 1 & 1 & 1 & 1
\end{array}\right)
\end{aligned}
$$

For $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)$ the simplified, but equivalent, linear system then takes the form

$$
\begin{aligned}
& x_{1}+x_{4}+4 x_{5}=-3 \\
& x_{2}-3 x_{4}-2 x_{5}=-1 \\
& x_{3}+x_{4}+x_{5}=1
\end{aligned}
$$

From the above reduced echelon form of $[A \mathbf{b}]$, we conclude that the $4^{\text {th }}$ and $5^{\text {th }}$ columns in the coefficient matrix $A$ are not pivot columns. It therefore follows that $x_{4}$ and $x_{5}$ are free parameters in the solutions. We let say $x_{4}=t$ and $x_{5}=s$, so that

$$
x_{1}=-t-4 s-3, \quad x_{2}=3 t+2 s-1, \quad x_{3}=-t-s+1
$$

All the solutions of the given linear system $A \mathbf{x}=\mathbf{b}$ are

$$
\mathbf{x}=\left(\begin{array}{c}
-t-4 s-3 \\
3 t+2 s-1 \\
-t-s+1 \\
t \\
s
\end{array}\right) \quad \text { for all } t \in \mathbb{R} \text { and all } s \in \mathbb{R}
$$

The solutions can also be presented in the following form:

$$
\mathbf{x}=t\left(\begin{array}{r}
-1 \\
3 \\
-1 \\
1 \\
0
\end{array}\right)+s\left(\begin{array}{r}
-4 \\
2 \\
-1 \\
0 \\
1
\end{array}\right)+\left(\begin{array}{r}
-3 \\
-1 \\
1 \\
0 \\
0
\end{array}\right) \quad \text { for all } t \in \mathbb{R} \text { and all } s \in \mathbb{R} .
$$

## Problem 2.4.2.

Consider the system of linear equations $A \mathbf{x}=\mathbf{b}$ with

$$
A=\left(\begin{array}{rrrr}
1 & 2 & k & 2 \\
3 & k & 18 & 6 \\
1 & 1 & 6 & 2
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{c}
1 \\
5 \\
1
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that the given system is consistent and give then all solutions of this consistent system.
b) Do there exist values of $k$, such that the given system has a unique solution?


## Solution 2.4.2

a) The augmented matrix for the given system is

$$
\left[\begin{array}{ll}
A & \mathbf{b}
\end{array}\right]=\left(\begin{array}{rrrrr}
1 & 2 & k & 2 & 1 \\
3 & k & 18 & 6 & 5 \\
1 & 1 & 6 & 2 & 1
\end{array}\right)
$$

Performing elementary row operations on this augmented matrix, we obtain the following row equivalent matrices for $[A \mathbf{b}]$ :

$$
\begin{aligned}
{\left[\begin{array}{ll}
A & \mathbf{b}
\end{array}\right] } & \sim\left(\begin{array}{ccccc}
1 & 2 & k & 2 & 1 \\
0 & k-6 & -3(k-6) & 0 & 2 \\
0 & 1 & k-6 & 0 & 0
\end{array}\right) \\
& \sim\left(\begin{array}{ccccc}
1 & 2 & k & 2 & 1 \\
0 & 1 & (k-6) & 0 & 0 \\
0 & k-6 & -3(k-6) & 0 & 2
\end{array}\right) \\
& \sim\left(\begin{array}{ccccc}
1 & 2 & k & 2 & 1 \\
0 & 1 & (k-6) & 0 & 0 \\
0 & 0 & -(k-6)(k-3) & 0 & 2
\end{array}\right) .
\end{aligned}
$$

From the last echelon form of $[A \mathbf{b}]$ above, it is clear that the given system $A \mathbf{x}=\mathbf{b}$ is consistent for all $k \in \mathbb{R} \backslash\{3,6\}$. Therefore, the system is inconsistent if and only if $k=3$ or $k=6$. We now solve the system for those values of $k$ for which it is consistent. From the last echelon form above, we have the following simplified system of equations for $A \mathbf{x}=\mathbf{b}$ with $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ :

$$
\begin{aligned}
& x_{1}+2 x_{2}+k x_{3}+2 x_{4}=1 \\
& x_{2}+(k-6) x_{3}=0 \\
& -(k-6)(k-3) x_{3}=2 .
\end{aligned}
$$

Since the $4^{\text {th }}$ column of $A$ is not a pivot column, we know that $x_{4}$ can be chosen as a free parameter, say $x_{4}=t$. We obtain

$$
x_{1}=\frac{2(12-k)}{(k-6)(k-3)}-2 t+1, \quad x_{2}=\frac{2}{k-3}, \quad x_{3}=-\frac{2}{(k-6)(k-3)},
$$

so that the solutions of the given system are
$\mathbf{x}=t\left(\begin{array}{r}-2 \\ 0 \\ 0 \\ 1\end{array}\right)+\frac{1}{(k-6)(k-3)}\left(\begin{array}{c}k^{2}-11 k+42 \\ 2(k-6) \\ -2 \\ 0\end{array}\right)$ for all $t \in \mathbb{R}$ and all $k \in \mathbb{R} \backslash\{3,6\}$.
b) It is clear from the last echelon form of $[A \mathbf{b}]$ given in part a) above, that the $4^{\text {th }}$ column of $A$ is not a pivot column, and this is always the case for any choice of $k$. Thus the given system $A \mathbf{x}=\mathbf{b}$ cannot have a unique solution, for any choice of $k$.

## Problem 2.4.3.

Prove that any consistent system, $A \mathbf{x}=\mathbf{b}$ with $A$ an $m \times n$ matrix and $\mathbf{b} \in \mathbb{R}^{m}$, will either admit exactly one solution or infinitely many solutions $\mathbf{x} \in \mathbb{R}^{n}$.

## Solution 2.4.3.

Assume that $\mathbf{x}_{\mathbf{1}} \in \mathbb{R}^{n}$ and $\mathbf{x}_{\mathbf{2}} \in \mathbb{R}^{n}$ are two distinct solutions for $A \mathbf{x}=\mathbf{b}$. That is,

$$
A \mathbf{x}_{1}=\mathbf{b}, \quad A \mathbf{x}_{\mathbf{2}}=\mathbf{b}
$$

Let $\mathbf{x}_{\mathbf{0}}$ denote the difference between $\mathbf{x}_{\mathbf{1}}$ and $\mathbf{x}_{\mathbf{2}}$, i.e.

$$
\mathrm{x}_{0}=\mathrm{x}_{1}-\mathrm{x}_{\mathbf{2}} \neq 0
$$

Consider $A \mathrm{x}_{0}$ : we obtain

$$
A \mathrm{x}_{\mathbf{0}}=A\left(\mathrm{x}_{\mathbf{1}}-\mathrm{x}_{\mathbf{2}}\right)=A \mathrm{x}_{\mathbf{1}}-A \mathrm{x}_{\mathbf{2}}=\mathbf{b}-\mathbf{b}=\mathbf{0}
$$

and we conclude that $\mathbf{x}_{\mathbf{0}}$ is a solution of the homogeneous equation $A \mathbf{x}=\mathbf{0}$.
Consider now $A\left(\mathbf{x}_{\mathbf{1}}+k \mathbf{x}_{\mathbf{0}}\right)$, where $k$ is any real number: we obtain

$$
A\left(\mathbf{x}_{\mathbf{1}}+k \mathbf{x}_{\mathbf{0}}\right)=A \mathbf{x}_{\mathbf{1}}+A k \mathbf{x}_{\mathbf{0}}=A \mathbf{x}_{\mathbf{1}}+k A \mathbf{x}_{\mathbf{0}}=\mathbf{b}+k \mathbf{0}=\mathbf{b}
$$

for any choice of $k$. We conclude that $\mathbf{x}_{\mathbf{1}}+k \mathbf{x}_{\mathbf{0}}$ gives infinitely many solutions for $A \mathbf{x}=\mathbf{b}$; one solution for every choice of $k \in \mathbb{R}$. Therefore, if any system of the form $A \mathbf{x}=\mathbf{b}$ admits more than one solution, then this system will always admit infnitely many solutions.

### 2.5 Square systems of linear equations

A square systems of linear equations is a linear system of equations that contains as many equations as unkown variables. For square systems of linear equations the determinant of the coefficient matrix plays a central role for the solutions of the systems. We discuss Cramer's rule, by which certain square systems of linear equations can be solved in terms of determinants.

## Theoretical Remarks 2.5.

Consider the square system of linear equations

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{2.5.1}
\end{equation*}
$$

where $A$ is an $n \times n$ matrix and $\mathbf{b} \in \mathbb{R}^{n}$.

1. System (2.5.1) can be solved by the use of the Gauss elimination method. See Theoretical Remark 2.4 for a detailed description of this method.
2. System (2.5.1) admits a unique solution $\mathbf{x} \in \mathbb{R}^{n}$ for every $\mathbf{b} \in \mathbb{R}^{n}$ if and only if $A$ is invertible. The unique solution of (2.5.1) is then

$$
\mathbf{x}=A^{-1} \mathbf{b}
$$

3. System (2.5.1) admits a unique solution if and only if $\operatorname{det} A \neq 0$. Therefore, if $\operatorname{det} A=0$ then system (2.5.1) may admit infinitely many solutions or the system may be inconsistent.
4. If system (2.5.1) is consistent, then its unique solution can be calculated by the use of Cramer's rule, which states the following:

## Cramer's rule:

If $\operatorname{det} A \neq 0$ then the unique solution $\mathbf{x}=\left(x_{1}, x_{2}, \ldots x_{n}\right)$ of (2.5.1) is given by the formula

$$
x_{j}=\frac{\operatorname{det} A_{j}(\mathbf{b})}{\operatorname{det} A}, \quad j=1,2, \ldots, n
$$

where $A_{j}(\mathbf{b})$ is the matrix that has been obtained from matrix $A$ by replacing the $j^{\text {th }}$ column in $A$ by the vector $\mathbf{b}$. In the case where $\operatorname{det} A=0$, Cramer's rule states the following:
If $\operatorname{det} A=0$ and $\operatorname{det} A_{j}(\mathbf{b}) \neq 0$ for at least one $j$, then the system (2.5.1) is inconsistent. If $\operatorname{det} A=0$ and $\operatorname{det} A_{j}(\mathbf{b})=0$ for every $j=1,2, \ldots, n$, then the system (2.5.1) admits infinitely many solutions.

## Problem 2.5.1.

Consider the square system of linear equations $A \mathbf{x}=\mathbf{b}$ with

$$
A=\left(\begin{array}{ccc}
k & 1 & 2 \\
2 & 1 & k \\
k & 0 & 1
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{r}
1 \\
-7 \\
3
\end{array}\right), \quad \mathbf{x}=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that the given system has a unique solution. For which values of $k$ is the matrix $A$ invertible?
b) Find all values of $k$, such that the given system admits infinitely many solutions and give all values of $k$ for which the system is inconsistent.

## Solution 2.5.1.

a) We recall that a linear square system $A \mathbf{x}=\mathbf{b}$ has a unique solution if and only if $\operatorname{det} A \neq 0$ and then $A$ is invertible. Calculating the determinant for $A$, we obtain

$$
\operatorname{det} A=\left|\begin{array}{ccc}
k & 1 & 2 \\
2 & 1 & k \\
k & 0 & 1
\end{array}\right|=(k+1)(k-2) .
$$

Thus the linear system has a unique solution for all $k \in \mathbb{R} \backslash\{-1,2\}$ and this unique solution is

$$
\mathbf{x}=A^{-1} \mathbf{b}
$$

for all $k \in \mathbb{R} \backslash\{-1,2\}$.
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b) To find the values of $k$ for which the linear system $A \mathbf{x}=\mathbf{b}$ might admit infinitely many solutions, we have to investigate the two cases $k=-1$ and $k=2$, since the determinant of $A$ is zero for those two values of $k$.

For $k=-1$, the augmented matrix of the system is

$$
\left(\begin{array}{rrrr}
-1 & 1 & 2 & 1 \\
2 & 1 & -1 & -7 \\
-1 & 0 & 1 & 3
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & -1 & -2 & -1 \\
0 & 1 & 1 & -2 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

By the third row of the previous matrix it is clear that the system is inconsistent in this case, i.e. for $k=-1$.

For $k=2$, the augmented matrix of the system is

$$
\left(\begin{array}{rrrr}
2 & 1 & 2 & 1 \\
2 & 1 & 2 & -7 \\
2 & 0 & 1 & 3
\end{array}\right) \sim\left(\begin{array}{rrrr}
2 & 1 & 2 & 1 \\
0 & 0 & 0 & 8 \\
0 & -1 & -1 & 2
\end{array}\right)
$$

By the second row of the previous matrix it is clear that the system is also inconsistent in this case ( $k=2$ ).

We recall that the given system has a unique solution for all $k \in \mathbb{R} \backslash\{-1,2\}$ and that the system is inconsistent for $k=-1$ as well as for $k=2$. Therefore there exist no real value of $k$ for which the system may admit infinitely many solutions.

## Problem 2.5.2.

Consider the following linear system:

$$
\left(\begin{array}{rrr}
1 & k & 1 \\
k & 1 & 1 \\
-3 & 0 & -1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{r}
k \\
2 \\
-2
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that the given linear system admits a unique solution and find then this solution by the use of Cramer's rule.
b) Find all values of $k$, such that the given linear system is inconsistent and all values of $k$ for which it admits infinitely many solutions. Find all solutions.

## Solution 2.5.2

a) We are given the system $A \mathbf{x}=\mathbf{b}$, where

$$
A=\left(\begin{array}{rrr}
1 & k & 1 \\
k & 1 & 1 \\
-3 & 0 & -1
\end{array}\right) \quad \text { and } \quad \mathbf{b}=\left(\begin{array}{r}
k \\
2 \\
-2
\end{array}\right) .
$$

The determinant of $A$ is

$$
\operatorname{det} A=k^{2}-3 k+2=(k-1)(k-2)
$$

so that $A$ is invertible if and only if $k \in \mathbb{R} \backslash\{1,2\}$. The system has therefore a unique solution for all real $k$, except for $k=1$ or $k=2$. To find this unique solution we use Cramer's rule and calculate

$$
x_{j}=\frac{\operatorname{det} A_{j}(\mathbf{b})}{\operatorname{det} A}, \quad j=1,2,3 .
$$

We obtain

$$
\begin{aligned}
& \operatorname{det} A_{1}(\mathbf{b})=\left|\begin{array}{rrr}
k & k & 1 \\
2 & 1 & 1 \\
-2 & 0 & -1
\end{array}\right|=2-k \\
& \operatorname{det} A_{2}(\mathbf{b})=\left|\begin{array}{rrr}
1 & k & 1 \\
k & 2 & 1 \\
-3 & -2 & -1
\end{array}\right|=(k-2)(k-3) \\
& \operatorname{det} A_{3}(\mathbf{b})=\left|\begin{array}{rrr}
1 & k & k \\
k & 1 & 2 \\
-3 & 0 & -2
\end{array}\right|=2 k^{2}-3 k-2=(2 k+1)(k-2) .
\end{aligned}
$$

Thus the unique solution of the given system is $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$, where
$x_{1}=-\frac{1}{k-1}, \quad x_{2}=\frac{k-3}{k-1}, \quad x_{3}=\frac{2 k^{2}-3 k-2}{(k-1)(k-2)}=\frac{(2 k+1)(k-2)}{(k-1)(k-2)}=\frac{2 k+1}{k-1}$.
Here $k$ is any real number, except $k=1$ or $k=2$. For $k=2$, we note that

$$
\operatorname{det} A=0 \quad \text { and } \quad \operatorname{det} A_{j}(\mathbf{b})=0 \text { for } j=1,2,3 .
$$

Therefore, by Cramer's rule, the system admits infinitely many solutions for $k=2$. For $k=1$, we have

$$
\operatorname{det} A=0 \quad \text { and } \quad \operatorname{det} A_{j}(\mathbf{b}) \neq 0 \text { for } j=1,2,3 .
$$

Therefore, by Cramer's rule, the system is inconsistent for $k=1$.
b) The augmented matrix for the given system is

$$
\left[\begin{array}{ll}
A & \mathbf{b}
\end{array}\right]=\left(\begin{array}{rrrr}
1 & k & 1 & k \\
k & 1 & 1 & 2 \\
-3 & 0 & -1 & -2
\end{array}\right)
$$

We multiply the first row by -1 and add this to the second row, to obtain the row equivalent matrix

$$
\left(\begin{array}{cccc}
1 & k & 1 & k \\
k-1 & 1-k & 0 & 2-k \\
-3 & 0 & -1 & -2
\end{array}\right)
$$

from which it is clear that the system is inconsisent if and only if $k=1$. For $k=2$ the above augmented matrix has the following reduced echelon form:

$$
\left(\begin{array}{rrrr}
1 & 0 & 1 / 3 & 2 / 3 \\
0 & 1 & 1 / 3 & 2 / 3 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

The $3{ }^{\text {rd }}$ column is not a pivot column and we can therefore choose $x_{3}$ arbitrary. We let $x_{3}=t$. Hence the solutions of the given system for $k=2$ are

$$
\mathbf{x}=-\frac{t}{3}\left(\begin{array}{r}
1 \\
1 \\
-3
\end{array}\right)+\frac{1}{3}\left(\begin{array}{l}
2 \\
2 \\
0
\end{array}\right) \quad \text { for all } t \in \mathbb{R}
$$

## Problem 2.5.3.

Consider the following $4 \times 4$ matrix:

$$
A=\left(\begin{array}{rrrr}
1 & 1 & 0 & k \\
2 k & 1 & 1 & 0 \\
0 & 0 & -1 & 1 \\
1 & 1 & 1 & -2
\end{array}\right),
$$

where $k$ is an unspecified real parameter.
a) Consider the homogeneous linear system

$$
A \mathbf{x}=\mathbf{0}
$$

where $\mathbf{x} \in \mathbb{R}^{4}$. Find all values of $k$, such that this system admits only the trivial (zero) solution, as well as all values of $k$ for which the system admits infinitely many solutions.
b) Consider the non-homogeneous linear system

$$
A \mathbf{x}=\mathbf{b}, \quad \mathbf{b}=\left(\begin{array}{l}
1 \\
0 \\
1 \\
0
\end{array}\right)
$$

Find all values of $k$, such that this system admits infinitely many solutions $\mathbf{x} \in \mathbb{R}^{4}$ and give all those solutions. Find also all values of $k$ for which the system admits a unique solution, as well as all $k$ for which the system is inconsistent.


## Solution 2.5.3.

a) We recall that the square system $A \mathbf{x}=\mathbf{0}$ admits only the zero solution, $\mathbf{x}=\mathbf{0}$, if and only if $A$ is an invertible matrix. Moreover, $A$ is invertible if and only if $\operatorname{det} A \neq 0$. We therefore calculate the determinant of $A$ :

$$
\begin{aligned}
\operatorname{det} A & =\left|\begin{array}{rrrr}
1 & 1 & 0 & k \\
2 k & 1 & 1 & 0 \\
0 & 0 & -1 & 1 \\
1 & 1 & 1 & -2
\end{array}\right| \\
& =1\left|\begin{array}{rrr}
1 & 1 & 0 \\
0 & -1 & 1 \\
1 & 1 & -2
\end{array}\right|-\left|\begin{array}{rrr}
2 k & 1 & 0 \\
0 & -1 & 1 \\
1 & 1 & -2
\end{array}\right|-k\left|\begin{array}{rrr}
2 k & 1 & 1 \\
0 & 0 & -1 \\
1 & 1 & 1
\end{array}\right| \\
& =-2 k^{2}-k+1 \\
& =-(k+1)(2 k-1)
\end{aligned}
$$

From the above we conclude that $A \mathbf{x}=\mathbf{0}$ admits only the zero solution for all $k \in \mathbb{R} \backslash\{-1,1 / 2\}$ and that the system admits infinitely many solutions for $k=-1$ as well as for $k=1 / 2$.
b) Since $A$ is invertible for all $k \in \mathbb{R} \backslash\{-1,1 / 2\}$, the system has a unique solution for all those values of $k$ and the unique solution of the system is

$$
\mathbf{x}=A^{-1} \mathbf{b}
$$

Since $\operatorname{det} A=0$ for $k=-1$ and for $k=1 / 2$, we need to investigate the given system $A \mathbf{x}=\mathbf{b}$ for those two values of $k$. We let

$$
\mathbf{x}=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)
$$

For $k=-1$ the augmented matrix and its reduced echelon form are as follows:

$$
\left(\begin{array}{rrrrr}
1 & 1 & 0 & -1 & 1 \\
-2 & 1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 1 \\
1 & 1 & 1 & -2 & 0
\end{array}\right) \sim\left(\begin{array}{rrrrr}
1 & 0 & 0 & -2 / 3 & 0 \\
0 & 1 & 0 & -1 / 3 & 1 \\
0 & 0 & 1 & -1 & -1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

Since the 4th column of the augmented matrix is not pivot, we set $x_{4}=t$, where $t$ is an arbitrary parameter. Then the solutions are

$$
\mathbf{x}=\frac{t}{3}\left(\begin{array}{l}
2 \\
1 \\
3 \\
3
\end{array}\right)+\left(\begin{array}{r}
0 \\
1 \\
-1 \\
0
\end{array}\right) \quad \text { for all } t \in \mathbb{R}
$$

For $k=1 / 2$ the augmented matrix and its reduced echelon form are as follows:

$$
\left(\begin{array}{rrrrr}
1 & 1 & 0 & 1 / 2 & 1 \\
1 & 1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 1 \\
1 & 1 & 1 & -2 & 0
\end{array}\right) \sim\left(\begin{array}{rrrrr}
1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

Since the 2nd column of the augmented matrix is not pivot, we set $x_{2}=t$, where $t$ is an arbitrary parameter. Then the solutions are

$$
\mathbf{x}=t\left(\begin{array}{r}
-1 \\
1 \\
0 \\
0
\end{array}\right)+\left(\begin{array}{r}
1 \\
0 \\
-1 \\
0
\end{array}\right) \quad \text { for all } t \in \mathbb{R}
$$

We conclude that the system has infinitely many solutions for both $k=1$ and for $k=1 / 2$ and it has a unique solution for all other values of $k$, so that there exist no values of $k$ for which the system is inconsistent.

### 2.6 Systems of linear equations in $\mathbb{R}^{3}$

In this section we study systems of linear equations that contain at most three variables. Geometrically these equations are planes in $\mathbb{R}^{3}$, as discussed in Chapter 1. We make use of the method of Gauss elimination, the determinant of a square matrix, and our knowldge of planes that we have gained in Chapter 1, in order to solve such systems and to interpret their solutions geometrically in $\mathbb{R}^{3}$.

## Theoretical Remarks 2.6 .

The general equation of a plane in $\mathbb{R}^{3}$ is

$$
\begin{equation*}
a x+b y+c z=d, \tag{2.6.1}
\end{equation*}
$$

where $a, b, c$ and $d$ are given real numbers. All points $(x, y, z)$ in $\mathbb{R}^{3}$ which lie on this plane must satisfy equation (2.6.1). Consider now $m$ planes in $\mathbb{R}^{3}$ given, respectively, by the following system of $m$ equations:

$$
\begin{aligned}
& a_{11} x+a_{12} y+a_{13} z=d_{1} \\
& a_{21} x+a_{22} y+a_{23} z=d_{2} \\
& \vdots \\
& a_{m 1} x+a_{m 2} y+a_{m 3} z=d_{m} .
\end{aligned}
$$

This system of equations can conveniently be written in the form of a matrix equation

$$
\begin{equation*}
A \mathbf{x}=\mathbf{d} \tag{2.6.2}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
\vdots & \vdots & \vdots \\
a_{m 1} & a_{m 2} & a_{m 3}
\end{array}\right), \quad \mathbf{d}=\left(\begin{array}{c}
d_{1} \\
d_{2} \\
\vdots \\
d_{m}
\end{array}\right), \quad \mathbf{x}=\left(\begin{array}{c}
x \\
y \\
z
\end{array}\right)
$$

1. Given a finite number of planes in $\mathbb{R}^{3}$, there exist only four possibilities regarding their common intersection, namely
a) the planes all intersect in a common point;
b) the planes all intersect along a common line;
c) the planes do not all intersect in a common point or along a common line;
d) the planes all coincide.

Remark: If we are given only two planes $(m=2)$, then case a) is not possible.
2. Corresponding to the above four possibilities for the intersection of $m$ planes, we have the following possibilities for the solutions $\mathbf{x} \in \mathbb{R}^{3}$ of system (2.6.2):
a) if the planes all intersect in a common point, then system (2.6.2) has a unique solution;
b) if the planes all intersect along a common line, then system (2.6.2) admits infinitely many solutions with one free parameter;
c) if the planes do not all intersect in a common point or along a common line, then the system is inconsistent and has no solutions;
d) if the planes all coincide, then the system has infinitely many solutions with two free parameters.

Remark: If we are given only two planes, then system (2.6.2) with $m=2$ has either no solutions (no intersection), infinitely many solutions with one free parameter (intersection along a line), or infinitely many solutions with two free parameters (the two planes coincide).

## Problem 2.6.1.

Consider the following three planes in $\mathbb{R}^{3}$ :

$$
\begin{aligned}
& x-4 y+7 z=1 \\
& 3 y-5 z=0 \\
& -2 x+5 y-9 z=k
\end{aligned}
$$

where $k$ is an unspecified real parameter. Find all values of $k$, such that the given three planes intersect along a common line $\ell$ and give $\ell$ in parameteric form. Does there exist values of $k$ for which the three planes intersect in a common point? Explain.

## Solution 2.6.1.

a) We first write the given equations,

$$
\begin{aligned}
& x-4 y+7 z=1 \\
& 3 y-5 z=0 \\
& -2 x+5 y-9 z=k
\end{aligned}
$$

as a matrix equation, namely

$$
A \mathbf{x}=\mathbf{b}, \quad \text { where } A=\left(\begin{array}{rrr}
1 & -4 & 7 \\
0 & 3 & -5 \\
-2 & 5 & -9
\end{array}\right), \quad \mathbf{x}=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{c}
1 \\
0 \\
k
\end{array}\right)
$$

The augmented matrix is

$$
[A \mathbf{b}]=\left(\begin{array}{rrrr}
1 & -4 & 7 & 1 \\
0 & 3 & -5 & 0 \\
-2 & 5 & -9 & k
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & -4 & 7 & 1 \\
0 & 3 & -5 & 0 \\
0 & -3 & 5 & k+2
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & 0 & 1 / 3 & 1 \\
0 & 1 & -5 / 3 & 0 \\
0 & 0 & 0 & k+2
\end{array}\right) .
$$

From the above reduced echelon form of $[A \mathbf{b}]$, we conclude that the system $A \mathbf{x}=\mathbf{b}$ is consistent if and only if $k=-2$ and for this value of $k$ the system admits infinitely many solutions. Choosing $z=t$ as an arbitrary parameter, these solutions are

$$
x=-\frac{1}{3} t+1, \quad y=\frac{5}{3} t, \quad z=t \quad \text { for all } t \in \mathbb{R}
$$

Thus for all $k \in \mathbb{R} \backslash\{-2\}$ the three planes intersect along a common line $\ell$, namely

$$
\ell:\left\{\begin{array}{l}
x=-\frac{1}{3} t+1 \\
y=\frac{5}{3} t \\
z=t \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

Figure 2.1 depicts the intersection of the three planes along the line $\ell$ for $k=-2$.


Figure 2.1: Intersection of the planes in Problem 2.6 a) along the line $\ell$ for $k=-2$.

For all values $k \in \mathbb{R} \backslash\{-2\}$, the system is inconsistent. Figure 2.2 depicts the three planes for the case $k=6$ and we see that the planes do not intersect along a common line or in a common point.


Figure 2.2: No common intersection of the planes in Problem 2.6 a) for $k=6$.
We conclude that there exists no value of $k$ for which the system admits a unique solution. In other words, there exists no vlaues of $k$ for which the three planes intersect in a common point.
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## Problem 2.6.2.

Consider the following four planes in $\mathbb{R}^{3}$ :

$$
\begin{aligned}
& x+y=2 \\
& y+z=2 \\
& x+z=2 \\
& a x+b y+c z=0,
\end{aligned}
$$

where $a, b$ and $c$ are unspecified real parameters.
a) Find the condition on the parameters $a, b$ and $c$, such that all four planes intersect in a common point and determine this point under your condition.
b) Find the condition on the parameters $a, b$ and $c$, such that the given system of four equations is inconsistent. Give the geometrical interpretation of this case in terms of the intersection of the planes.
c) Does there exist any values of the parameters $a, b$ and $c$ for which the four given planes intersect along a common line? Explain.

## Solution 2.6.2.

a) We first write the given equations,

$$
\begin{aligned}
& x+y=2 \\
& y+z=2 \\
& x+z=2 \\
& a x+b y+c z=0,
\end{aligned}
$$

in the form of a matrix equation, namely

$$
A \mathbf{x}=\mathbf{b}, \quad \text { where } A=\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1 \\
a & b & c
\end{array}\right), \quad \mathbf{x}=\left(\begin{array}{c}
x \\
y \\
z
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{c}
2 \\
2 \\
2 \\
0
\end{array}\right) .
$$

The augmented matrix is

$$
\left[\begin{array}{ll}
A & \mathbf{b}
\end{array}\right]=\left(\begin{array}{cccc}
1 & 1 & 0 & 2 \\
0 & 1 & 1 & 2 \\
1 & 0 & 1 & 2 \\
a & b & c & 0
\end{array}\right)
$$

To write this augmented matrix in its reduced echelon form, it is convenient to concentrate first of all on the first three rows in $[A \mathbf{b}]$ and then deal with the parameters in row four. We obtain

$$
\left(\begin{array}{cccc}
1 & 1 & 0 & 2 \\
0 & 1 & 1 & 2 \\
1 & 0 & 1 & 2 \\
a & b & c & 0
\end{array}\right) \sim\left(\begin{array}{cccc}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
a & b & c & 0
\end{array}\right) \sim\left(\begin{array}{cccc}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & a+b+c
\end{array}\right)
$$

From the fourth row of the previous matrix we conclude that the system $A \mathbf{x}=\mathbf{b}$ is consistent if and only if the following condition is satisfied:

$$
a+b+c=0
$$

and, under this condition, the unique solution of the system is

$$
x=1, \quad y=1, \quad z=1
$$

Thus the common point of intersection of the four given planes is $(1,1,1)$ for all values of $a, b$ and $c$, such that $a+b+c=0$.
b) The given system $A \mathbf{x}=\mathbf{b}$, as described above, is inconsistent for all values of $a, b$ and $c$, such that

$$
a+b+c \neq 0
$$

This means that, for all those values of $a, b$ and $c$, the four planes will not intersect in a common point or along a common line.
c) As already concluded above, the system admits a unique solution for all those values of $a, b$ and $c$ which satisfy the condition $a+b+c=0$ and the system is inconsistent for all other values of $a, b$ and $c$. Thus there exist no values of $a, b$ and $c$ which allow infinitely many solutions for the system, so that there exist no values for which the four planes can intersect along a common line.

## Problem 2.6.3.

Consider the following four planes in $\mathbb{R}^{3}$ :

$$
\begin{array}{ll}
\Pi_{1}: & 2 x+4 y+2 z=12 s \\
\Pi_{2}: & 2 x+12 y+7 z=12 s+7 \\
\Pi_{3}: & x+10 y+6 z=7 s+8 \\
\Pi_{4}: & x+2 y+3 z=-1
\end{array}
$$

where $s$ is an unspecified real parameter.
a) Find all the values of $s$, such that the first three planes, $\Pi_{1}, \Pi_{2}$ and $\Pi_{3}$, intersect along a common line and present this line of intersection in parametric form.
b) Find the common point of intersection of all four planes, $\Pi_{1}, \Pi_{2}, \Pi_{3}$ and $\Pi_{4}$, if such a point exists.
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## Solution 2.6.3.

a) The planes $\Pi_{1}, \Pi_{2}$ and $\Pi_{3}$ can be written in the form $A \mathbf{x}=\mathbf{b}$, where

$$
A=\left(\begin{array}{rrr}
2 & 4 & 2 \\
2 & 12 & 7 \\
1 & 10 & 6
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{c}
12 s \\
12 s+7 \\
7 s+8
\end{array}\right), \quad \mathbf{x}=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
$$

We now write the augmented matrix $[A \mathbf{b}]$ in its reduced echelon form:

$$
[A \mathbf{b}]=\left(\begin{array}{cccc}
2 & 4 & 2 & 12 s \\
2 & 12 & 7 & 12 s+7 \\
1 & 10 & 6 & 7 s+8
\end{array}\right) \sim\left(\begin{array}{cccc}
1 & 0 & -1 / 4 & (24 s-7) / 4 \\
0 & 1 & 5 / 8 & 7 / 8 \\
0 & 0 & 0 & s+1
\end{array}\right)
$$

We conclude that this system is consistent if and only if $s=-1$. Then the system reduces to

$$
y+\frac{5}{8} z=\frac{7}{8}, \quad x-\frac{1}{4} z=-\frac{31}{4}
$$

Clearly $z$ is an arbitrary parameter, so we let $z=t$. The solution is then

$$
x=\frac{1}{4} t-\frac{31}{4}, \quad y=-\frac{5}{8} t+\frac{7}{8}, \quad z=t \quad \text { for all } t \in \mathbb{R}
$$

so that the parametric equation for the line $\ell$, that describes the intersection of the planes $\Pi_{1}, \Pi_{2}$ and $\Pi_{3}$ for $s=-1$, is

$$
\ell:\left\{\begin{array}{l}
x=\frac{1}{4} t-\frac{31}{4} \\
y=-\frac{5}{8} t+\frac{7}{8} \\
z=t \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

Note that the planes $\Pi_{1}, \Pi_{2}$ and $\Pi_{3}$ only intersect along this common line $\ell$ if $s=-1$. For all other values of $s$, namely $s \in \mathbb{R} \backslash\{-1\}$, the planes do not intersect along a common line.
b) To find the intersection of $\Pi_{4}$ with the line $\ell$ obtained in part a) above, we need to find the value of $t$ such that $\Pi_{4}: x+2 y+3 z=-1$ is satisfied. That is

$$
-\frac{31}{4}+\frac{1}{4} t+2\left(\frac{7}{8}-\frac{5}{8} t\right)+3 t=-1
$$

which gives $t=\frac{5}{2}$. The point of the intersection of $\Pi_{1}, \Pi_{2}, \Pi_{3}$ and $\Pi_{4}$ is then $\left(x_{1}, y_{1}, z_{1}\right)$, where

$$
x_{1}=\frac{1}{4}\left(\frac{5}{2}\right)-\frac{31}{4}=-\frac{57}{8}, \quad y_{1}=-\frac{5}{8}\left(\frac{5}{2}\right)+\frac{7}{8}=-\frac{11}{16}, \quad z_{1}=\frac{5}{2} .
$$

In Figure 2.3 we depict the intersection of the four planes in the point $\left(-\frac{57}{8},-\frac{11}{16}, \frac{5}{2}\right)$.


Figure 2.3: The intersection of the four planes in Problem 2.6 c) for $s=-1$.

## Problem 2.6.4.

Consider the following six planes which describe a parallelepiped at their intersections (see Figure 2.4):

$$
\begin{array}{ll}
\Pi_{1}: & x+y-4 z=-10 \\
\Pi_{2}: & x+y-4 z=-6 \\
\Pi_{3}: & y-2 z=-2 \\
\Pi_{4}: y-2 z=-3 \\
\Pi_{5}: & x-3 y+8 z=18 \\
\Pi_{6}: & x-3 y+8 z=14 .
\end{array}
$$



Figure 2.4: Six planes that describe a parallelepiped at their intersections.

Find the vertices, the volume and the midpoint of the parallelepiped.
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## Solution 2.6.4.

The equations of the planes $\Pi_{j}$ and their corresponding normal vectors $\mathbf{n}_{j}(j=1,2, \ldots, 6)$ that describe the six faces of the parallelepiped in Figure 2.5, are as follows:

$$
\begin{aligned}
& \Pi_{1}: x+y-4 z=-10, \quad \mathbf{n}_{1}=(1,1,-4) \\
& \Pi_{2}: x+y-4 z=-6 \quad \mathbf{n}_{2}=(1,1,-4) \\
& \Pi_{3}: y-2 z=-2, \quad \mathbf{n}_{3}=(0,1,-2) \\
& \Pi_{4}: y-2 z=-3 \quad \mathbf{n}_{4}=(0,1,-2) \\
& \Pi_{5}: x-3 y+8 z=18, \quad \mathbf{n}_{5}=(1,-3,8) \\
& \Pi_{6}: x-3 y+8 z=14, \quad \mathbf{n}_{6}=(1,-3,8)
\end{aligned}
$$



Figure 2.5: The parallelepiped enclosed by the six planes $\Pi_{1}, \Pi_{2}, \Pi_{3}, \Pi_{4}, \Pi_{5}$ and $\Pi_{6}$.

The coordinates of the vertice $P_{1}:\left(x_{1}, y_{1}, z_{1}\right)$ is given by the intersection of planes $\Pi_{1}$, $\Pi_{4}$ and $\Pi_{6}$ (see Figure 2.5). We write

$$
P_{1}: \quad \Pi_{1} \cap \Pi_{4} \cap \Pi_{6}
$$

This is obtained by the unique solution of the linear system

$$
A_{1} \mathbf{x}_{\mathbf{1}}=\mathbf{b}_{\mathbf{1}}
$$

where

$$
A_{1}=\left(\begin{array}{rrr}
1 & 1 & -4 \\
0 & 1 & -2 \\
1 & -3 & 8
\end{array}\right), \quad \mathbf{b}_{\mathbf{1}}=\left(\begin{array}{r}
-10 \\
-3 \\
14
\end{array}\right)
$$

We note that $\operatorname{det} A_{1}=4$, which ensures the existence of a unique solution for the above linear system, namely the solution $\mathbf{x}_{\mathbf{1}}=A_{1}^{-1} \mathbf{b}_{\mathbf{1}}$. We obtain

$$
\mathbf{x}_{1}=\left(\begin{array}{r}
-1 \\
3 \\
3
\end{array}\right)
$$

The coordinates of the vertice $P_{2}:\left(x_{2}, y_{2}, z_{2}\right)$ is given by the following intersecting planes (see Figure 2.5):

$$
P_{2}: \Pi_{1} \cap \Pi_{4} \cap \Pi_{5} .
$$

This is obtained by the unique solution of the linear system

$$
A_{2} \mathbf{x}_{\mathbf{2}}=\mathbf{b}_{\mathbf{2}},
$$

where

$$
A_{2}=\left(\begin{array}{rrr}
1 & 1 & -4 \\
0 & 1 & -2 \\
1 & -3 & 8
\end{array}\right), \quad \mathbf{b}_{2}=\left(\begin{array}{r}
-10 \\
-3 \\
18
\end{array}\right) .
$$

Now $\operatorname{det} A_{2}=4$, which again ensures the existence of a unique solution for this linear system. We obtain

$$
\mathrm{x}_{2}=\left(\begin{array}{l}
1 \\
5 \\
4
\end{array}\right) .
$$

The coordinates of the vertice $P_{3}:\left(x_{3}, y_{3}, z_{3}\right)$ is given by the following intersecting planes (see Figure 2.5):

$$
P_{3}: \Pi_{1} \cap \Pi_{3} \cap \Pi_{5} .
$$

This is obtained by the unique solution of the linear system

$$
A_{3} \mathbf{x}_{\mathbf{3}}=\mathbf{b}_{\mathbf{3}},
$$

where

$$
A_{3}=\left(\begin{array}{rrr}
1 & 1 & -4 \\
0 & 1 & -2 \\
1 & -3 & 8
\end{array}\right), \quad \mathbf{b}_{\mathbf{3}}=\left(\begin{array}{r}
-10 \\
-2 \\
18
\end{array}\right) .
$$

Now $\operatorname{det} A_{3}=4$, which again ensures the existence of a unique solution for this linear system. We obtain

$$
\mathrm{x}_{\mathbf{3}}=\left(\begin{array}{l}
2 \\
8 \\
5
\end{array}\right) .
$$

The coordinates of the vertice $P_{4}:\left(x_{4}, y_{4}, z_{4}\right)$ is given by the following intersecting planes (see Figure 2.5):

$$
P_{4}: \Pi_{1} \cap \Pi_{3} \cap \Pi_{6} .
$$

This is obtained by the unique solution of the linear system

$$
A_{4} \mathbf{x}_{4}=\mathbf{b}_{4}
$$

where

$$
A_{4}=\left(\begin{array}{rrr}
1 & 1 & -4 \\
0 & 1 & -2 \\
1 & -3 & 8
\end{array}\right), \quad \mathbf{b}_{4}=\left(\begin{array}{r}
-10 \\
-2 \\
14
\end{array}\right)
$$

Now $\operatorname{det} A_{4}=4$, which again ensures the existence of a unique solution for this linear system. We obtain

$$
\mathbf{x}_{4}=\left(\begin{array}{l}
0 \\
6 \\
4
\end{array}\right)
$$

The coordinates of the vertice $P_{5}:\left(x_{5}, y_{5}, z_{5}\right)$ is given by the following intersecting planes (see Figure 2.5):

$$
P_{5}: \quad \Pi_{2} \cap \Pi_{4} \cap \Pi_{6}
$$

This is obtained by the unique solution of the linear system

$$
A_{5} \mathbf{x}_{5}=\mathbf{b}_{5}
$$

where

$$
A_{5}=\left(\begin{array}{rrr}
1 & 1 & -4 \\
0 & 1 & -2 \\
1 & -3 & 8
\end{array}\right), \quad \mathbf{b}_{5}=\left(\begin{array}{r}
-6 \\
-3 \\
14
\end{array}\right)
$$

Now $\operatorname{det} A_{5}=4$, which again ensures the existence of a unique solution for this linear system. We obtain

$$
\mathbf{x}_{5}=\left(\begin{array}{l}
1 \\
1 \\
2
\end{array}\right)
$$

The coordinates of the vertice $P_{6}:\left(x_{6}, y_{6}, z_{6}\right)$ is given by the following intersecting planes (see Figure 2.5):

$$
P_{6}: \quad \Pi_{2} \cap \Pi_{4} \cap \Pi_{5}
$$

This is obtained by the unique solution of the linear system

$$
A_{6} \mathbf{x}_{\mathbf{6}}=\mathbf{b}_{\mathbf{6}}
$$

where

$$
A_{6}=\left(\begin{array}{rrr}
1 & 1 & -4 \\
0 & 1 & -2 \\
1 & -3 & 8
\end{array}\right), \quad \mathbf{b}_{\mathbf{6}}=\left(\begin{array}{c}
-6 \\
-3 \\
18
\end{array}\right)
$$

Now $\operatorname{det} A_{6}=4$, which again ensures the existence of a unique solution for this linear system. We obtain

$$
\mathrm{x}_{\mathbf{6}}=\left(\begin{array}{l}
3 \\
3 \\
3
\end{array}\right) .
$$

The coordinates of the vertice $P_{7}:\left(x_{7}, y_{7}, z_{7}\right)$ is given by the following intersecting planes (see Figure 2.5):

$$
P_{7}: \Pi_{2} \cap \Pi_{3} \cap \Pi_{5} .
$$

This is obtained by the unique solution of the linear system

$$
A_{7} \mathrm{x}_{\mathbf{7}}=\mathrm{b}_{\mathbf{7}},
$$

where

$$
A_{7}=\left(\begin{array}{rrr}
1 & 1 & -4 \\
0 & 1 & -2 \\
1 & -3 & 8
\end{array}\right), \quad \mathbf{b}_{7}=\left(\begin{array}{r}
-6 \\
-2 \\
18
\end{array}\right) .
$$

Now $\operatorname{det} A_{7}=4$, which again ensures the existence of a unique solution for this linear system. We obtain

$$
\mathrm{x}_{\mathbf{7}}=\left(\begin{array}{l}
4 \\
6 \\
4
\end{array}\right)
$$

The coordinates of the vertice $P_{8}:\left(x_{8}, y_{8}, z_{8}\right)$ is given by the following intersecting planes (see Figure 2.5):

$$
P_{8}: \Pi_{2} \cap \Pi_{3} \cap \Pi_{6} .
$$

This is obtained by the unique solution of the linear system

$$
A_{8} \mathbf{x}_{8}=\mathbf{b}_{8},
$$

where

$$
A_{8}=\left(\begin{array}{rrr}
1 & 1 & -4 \\
0 & 1 & -2 \\
1 & -3 & 8
\end{array}\right), \quad \mathbf{b}_{8}=\left(\begin{array}{r}
-6 \\
-2 \\
14
\end{array}\right) .
$$

Now $\operatorname{det} A_{8}=4$, which again ensures the existence of a unique solution for this linear system. We obtain

$$
\mathrm{x}_{\mathbf{8}}=\left(\begin{array}{l}
2 \\
4 \\
3
\end{array}\right)
$$

We sum up: the coordinates of the vertices of the parallelepiped are as follows (see Figure 2.5):

$$
\begin{array}{llll}
P_{1}:(-1,3,3) & P_{2}:(1,5,4), & P_{3}:(2,8,5), & P_{4}:(0,6,4) \\
P_{5}:(1,1,2), & P_{6}:(3,3,3), & P_{7}:(4,6,4), & P_{8}:(2,4,3) .
\end{array}
$$

The volume $V$ of the above parallelepiped is given by the following scalar triple product

$$
V=\left|\left(\overrightarrow{P_{5} P_{8}} \times \overrightarrow{P_{5} P_{6}}\right) \cdot \overrightarrow{P_{5} P_{1}}\right|
$$

where | | denotes the absolute value and

$$
\overrightarrow{P_{5} P_{8}}=(1,3,1), \quad \overrightarrow{P_{5} P_{6}}=(2,2,1), \quad \overrightarrow{P_{5} P_{1}}=(-2,2,1)
$$

We obtain

$$
V=\left|\left|\begin{array}{rrr}
1 & 3 & 1 \\
2 & 2 & 1 \\
-2 & 2 & 1
\end{array}\right|\right|=|-4|=4 \text { cubic units }
$$

To find the midpoint $Q:(x, y, z)$ of the parallelepiped we can consider, for example, the vertices $P_{5}$ and $P_{3}$, where

$$
\begin{array}{r}
\overrightarrow{P_{5} Q}=\frac{1}{2} \overrightarrow{P_{5} P_{3}} \\
\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)-\left(\begin{array}{l}
1 \\
1 \\
2
\end{array}\right)=\frac{1}{2}\left(\begin{array}{l}
1 \\
7 \\
3
\end{array}\right)
\end{array}
$$

The coordinates of the the midpoint $Q$ is therefore $Q:\left(\frac{3}{2}, \frac{9}{2}, \frac{7}{2}\right)$.
To find the hight $h$ of the parallelepiped with base plane $\Pi_{2}$, we project the vector $\overrightarrow{P_{5} P_{1}}$ orthogonally onto the normal vector $\mathbf{n}_{\mathbf{2}}=(1,1,-4)$ of $\Pi_{2}$, i.e.

$$
h=\left\|\operatorname{proj}_{\mathbf{n}_{\mathbf{2}}} \overrightarrow{P_{5} P_{1}}\right\|=\left\|\left(\frac{\overrightarrow{P_{5} P_{1}} \cdot \mathbf{n}_{\mathbf{2}}}{\mathbf{n}_{\mathbf{2}} \cdot \mathbf{n}_{\mathbf{2}}}\right) \mathbf{n}_{\mathbf{2}}=\right\|\left(-\frac{2}{9}, \frac{2}{9}, \frac{8}{9}\right) \|=\frac{2 \sqrt{2}}{3}
$$

Alternately, we can calculate the distance $s$ between the planes $\Pi_{1}$ and $\Pi_{2}$, which is given by the relation

$$
s=\frac{\left|d_{1}-d_{2}\right|}{\|n\|}
$$

for $\Pi_{1}: a x+b y+c z=d_{1}$ and $\Pi_{2}: a x+b y+c z=d_{2}$ (see Theoretical Remark 1.5). In our case we have

$$
a=1, \quad b=1, \quad c=-4, \quad d_{1}=-10, \quad d_{2}=-6, \quad \mathbf{n}=(1,1,-4)
$$

This leads to $s=\frac{|-10-(-6)|}{\sqrt{1+1+16}}=\frac{4}{\sqrt{18}}=\frac{2 \sqrt{2}}{3}$.

### 2.7 Intersection of lines in $\mathbb{R}^{3}$

In this section we discuss intersections of lines in $\mathbb{R}^{3}$ and show how to calculate those intersections.

## Theoretical Remarks 2.7.

Given two lines in $\mathbb{R}^{3}$, say $\ell_{1}$ and $\ell_{2}$, we have the following possibilities regarding their intersection:
a) $\ell_{1}$ and $\ell_{2}$ may intersect in a unique common point.
b) $\ell_{1}$ and $\ell_{2}$ may intersect at every point on $\ell_{1}$ and $\ell_{2}$, so that the two lines coincide.
c) $\ell_{1}$ and $\ell_{2}$ may not intersect at any point.

Remark: Given any number of lines in $\mathbb{R}^{3}$, the possibilities of their common intersections are the same as those listed above for two lines.
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## Problem 2.7.1.

Consider the following two lines in $\mathbb{R}^{3}$ :

$$
\ell_{1}:\left\{\begin{array}{l}
x=2 t+3 \\
y=-4 t+1 \\
z=2 t+2
\end{array} \quad \ell_{2}:\left\{\begin{array}{l}
x=-s \\
y=b s+3 \\
z=-s-1
\end{array}\right.\right.
$$

for all $t \in \mathbb{R}$ and all $s \in \mathbb{R}$, where $b$ is an unspecified real parameter.
a) Find all values of $b$, such that the lines $\ell_{1}$ and $\ell_{2}$ intersect.
b) Do the lines intersect for $b=1$ ? If so, find the intersection(s) in this case.

## Solution 2.7.1.

a) At any point where $\ell_{1}$ and $\ell_{2}$ intersect, there must exist parametric values for $t$ and $s$ for the coordinates of the intersection points. To establish those points, we consider

$$
\begin{aligned}
& x=2 t+3=-s \\
& y=-4 t+1=b s+3 \\
& z=2 t+2=-s-1
\end{aligned}
$$

We have

$$
\begin{aligned}
& 2 t+3=-s \\
& -4 t+1=b s+3 \\
& 2 t+2=-s-1
\end{aligned}
$$

and in matix form we have

$$
\left(\begin{array}{rr}
2 & 1 \\
-4 & -b \\
2 & 1
\end{array}\right)\binom{t}{s}=\left(\begin{array}{r}
-3 \\
2 \\
-3
\end{array}\right)
$$

The corresponding augmented matrix is

$$
\left(\begin{array}{rrr}
2 & 1 & -3 \\
-4 & -b & 2 \\
2 & 1 & -3
\end{array}\right)
$$

We now apply two elementary row operations to the above augmented matrix, namely

1: multiply the first row by 2 and add the resulting row to the second row;
2 : multiply the first row by -1 and add the resulting row to the third row.
This leads to the following echelon form:

$$
\left(\begin{array}{ccc}
2 & 1 & -3 \\
0 & 2-b & -4 \\
0 & 0 & 0
\end{array}\right)
$$

From the above echelon form we conclude that the system has a solution for $t$ and $s$ if and only if

$$
b \neq 2 .
$$

Therefore the two lines $\ell_{1}$ and $\ell_{2}$ intersect if and only if

$$
b \in \mathbb{R} \backslash\{2\} .
$$

For those values of $b$, we have

$$
t=\frac{2-3 b}{2(b-2)}, \quad s=\frac{4}{b-2} .
$$

Inserting the above values for $t$ and $s$ into $\ell_{1}$ or $\ell_{2}$, we obtain the $x$-, $y$ - and $z$ coordinates of the point of intersection for any $b \in \mathbb{R} \backslash\{2\}$, namely

$$
x=\frac{-4}{b-2}, \quad y=\frac{7 b-6}{b-2}, \quad z=-\frac{b+2}{b-2} .
$$

b) For $b=1$ the lines $\ell_{1}$ and $\ell_{2}$ intersect and the parameteric values of $t$ and $s$ are (see above)

$$
t=\frac{1}{2}, \quad s=-4 .
$$

Inserting those values for $t$ and $s$ into $\ell_{1}$ or $\ell_{2}$ we obtain the coordinates of the point of intersection, namely

$$
(4,-1,3)
$$

## Problem 2.7.2.

Consider the following three lines in $\mathbb{R}^{3}$ :

$$
\ell_{1}:\left\{\begin{array}{l}
x=-t+3 \\
y=2 t+1 \\
z=-t+2
\end{array} \quad \ell_{2}:\left\{\begin{array}{l}
x=3 s+3 \\
y=-6 s+1 \\
z=3 s+2
\end{array} \quad \ell_{3}:\left\{\begin{array}{l}
x=-4 p+8 \\
y=p+2 \\
z=2 p-1
\end{array}\right.\right.\right.
$$

for all $t \in \mathbb{R}$, all $s \in \mathbb{R}$ and all $p \in \mathbb{R}$.
a) Find the intersection(s) of the lines $\ell_{1}$ and $\ell_{2}$, if those lines do intersect.
b) Find the intersection(s) of the lines $\ell_{1}, \ell_{2}$ and $\ell_{3}$, if those lines do intersect.

## Solution 2.7.2.

a) To find the intersection(s) of $\ell_{1}$ and $\ell_{2}$ we consider

$$
\begin{aligned}
& x=-t+3=3 s+3 \\
& y=2 t+1=-6 s+1 \\
& z=-t+2=3 s+2,
\end{aligned}
$$

so that

$$
\begin{aligned}
& -t-3 s=0 \\
& 2 t+6 s=0 \\
& -t-3 s=0
\end{aligned}
$$

In matrix form we have

$$
\left(\begin{array}{rr}
-1 & -3 \\
2 & 6 \\
-1 & -3
\end{array}\right)\binom{t}{s}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

For the corresponding augmented matrix we have

$$
\left(\begin{array}{rrr}
-1 & -3 & 0 \\
2 & 6 & 0 \\
-1 & -3 & 0
\end{array}\right) \sim\left(\begin{array}{lll}
1 & 3 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

which means that

$$
t=-3 s \quad \text { for all } s \in \mathbb{R} .
$$

Thus for every value of $s \in \mathbb{R}$ for $\ell_{2}$ there is a value of $t$ for $\ell_{1}$, namely $t=-3 s$, that gives the same coordinates and hence a point of intersection between $\ell_{1}$ and $\ell_{2}$. The two lines, $\ell_{1}$ and $\ell_{2}$, therefore intersect at every point on $\ell_{1}$ (or $\ell_{2}$ ), so that the two lines in fact coincide.
b) Since $\ell_{1}$ and $\ell_{2}$ coincide (as established above), we can now search for the intersection(s) between $\ell_{1}$ and $\ell_{3}$. We consider

$$
\begin{aligned}
& x=-t+3=-4 p+8 \\
& y=2 t+1=p+2 \\
& z=-t+2=2 p-1
\end{aligned}
$$

so that the matrix equation takes the form

$$
\left(\begin{array}{rr}
-1 & 4 \\
2 & -1 \\
-1 & -2
\end{array}\right)\binom{t}{p}=\left(\begin{array}{r}
5 \\
1 \\
-3
\end{array}\right) .
$$

For the corresponding augmented matrix we have

$$
\left(\begin{array}{rrr}
-1 & 4 & 5 \\
2 & -1 & 1 \\
-1 & -2 & -3
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & -4 & -5 \\
0 & 7 & 11 \\
0 & -6 & -8
\end{array}\right) \sim\left(\begin{array}{rrr}
1 & -4 & -5 \\
0 & 1 & 11 / 7 \\
0 & 0 & 1
\end{array}\right),
$$

which means that the system is inconsistent. Hence there exist no values for $t$ and $p$ which would give the same point, so that there is no intersection between $\ell_{1}$ and $\ell_{3}$. The three lines, $\ell_{1}, \ell_{2}$ and $\ell_{3}$, do therefore not intersect in a common point or points.
no. 1
STUDY AT A TOP RANKED INTERNATIONAL BUSINESS SCHOOL
nine years in a row

Reach your full potential at the Stockholm School of Economics, in one of the most innovative cities in the world. The School is ranked by the Financial Times as the number one business school in the Nordic and Baltic countries.

Visit us at www.hhs.se

### 2.8 Exercises

1. Consider the matrix equation

$$
A X^{-1}+3 B=A^{2},
$$

where

$$
A=\left(\begin{array}{rr}
1 & -1 \\
0 & 3
\end{array}\right), \quad B=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)
$$

and $X$ is an invertible $2 \times 2$ matrix. Find $X$, such that the given matrix equation is satisfied.
[Answer: $\left.\quad X=\left(\begin{array}{rr}-2 / 17 & -5 / 17 \\ -1 / 17 & 6 / 17\end{array}\right).\right]$
2. Consider the matrix equation

$$
2 X+A X=3 B
$$

where

$$
A=\left(\begin{array}{rr}
1 & 3 \\
-1 & -2
\end{array}\right)
$$

and $X$ is an unspecified matrix.
a) For the given matrix equation, assume that

$$
B=\left(\begin{array}{rr}
3 & 1 \\
-3 & 2
\end{array}\right)
$$

and find the matrix $X$.
[Answer: $\left.\quad X=\left(\begin{array}{rr}9 & -6 \\ -6 & 7\end{array}\right).\right]$
b) For the given matrix equation, assume that

$$
B=\left(\begin{array}{rrr}
1 & -1 & -2 \\
-1 & 1 & 3
\end{array}\right)
$$

and find the matrix $X$.
[Answer: $\left.\quad X=\left(\begin{array}{rrr}3 & -3 & -9 \\ -2 & 2 & 7\end{array}\right).\right]$
3. Consider the matrix equation

$$
C^{-1}(X B-A) B^{-1}=X,
$$

where $B, C$ and $I_{n}-C$ are all $n \times n$ invertible matrices. Find the matrix $X$ that satisfies the above equation in terms of the other given matrices and in terms of the identity matrix $I_{n}$.
[Answer: $X=\left(I_{n}-C\right)^{-1} A B^{-1}$.]
4. Consider the matrix equation

$$
A X^{-1}+(X+B)^{-1}=X^{-1}
$$

where $A, B, X, X+B, A^{-1}-I_{n}$ and $A-I_{n}$ are all $n \times n$ invertible matrices.
a) Solve the given matrix equation for $X$.
[Answer: $\quad X=B\left(A^{-1}-I_{n}\right)$.]
b) Solve the given matrix equation for $X$, where $A$ and $B$ take the following explicit forms:

$$
A=\left(\begin{array}{rr}
1 & -1 \\
1 & 0
\end{array}\right), \quad B=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right) .
$$

[Answer: $\left.\quad X=\left(\begin{array}{cc}-3 & 2 \\ -2 & 1\end{array}\right).\right]$
5. Consider the following matrix:

$$
A=\left(\begin{array}{rrr}
a & 2 & 3 \\
1 & 0 & -1 \\
-1 & 3 & a+6
\end{array}\right),
$$

where $a$ is an unspecified real parameter.
a) Find all values of $a$, such that the matrix $A$ is invertible.
[Answer: $\quad a \in \mathbb{R} \backslash\{1\}$.]
b) Calculate the inverse of $A$ with $a=0$.
[Answer: $\left.\quad A^{-1}=\left(\begin{array}{rrr}-3 & 3 & 2 \\ 5 & -3 & -3 \\ -3 & 2 & 2\end{array}\right).\right]$
6. Find all solutions of the system $A \mathbf{x}=\mathbf{b}$ for the given matrix $A$ and vector $\mathbf{b}$ as given below. Give also the geometrical interpretation of the solutions where possible.
a) $A=\left(\begin{array}{rrr}1 & -2 & -1 \\ 2 & -2 & 0 \\ -2 & 8 & 5\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{l}1 \\ 2 \\ 1\end{array}\right)$.
[Answer: The unique solution is given by a point in $\mathbb{R}^{3}$, the coordinates of which are $\left.\mathbf{x}=\left(\begin{array}{r}4 \\ 3 \\ -3\end{array}\right).\right]$
b) $A=\left(\begin{array}{rrr}1 & -2 & -1 \\ 2 & -2 & 0 \\ -2 & 8 & 6\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{l}1 \\ 3 \\ 0\end{array}\right)$.
[Answer: The solutions are given by a line in $\mathbb{R}^{3}$ passing through the point $(3 / 2,0,1 / 2)$ and parallel to the vector $(1,1,-1)$, i.e. the infinitely many solutions are
$\mathbf{x}=t\left(\begin{array}{r}1 \\ 1 \\ -1\end{array}\right)+\left(\begin{array}{r}3 / 2 \\ 0 \\ 1 / 2\end{array}\right)$ for all $\left.t \in \mathbb{R}.\right]$
c) $A=\left(\begin{array}{rrr}1 & -1 & 2 \\ -2 & 2 & -4\end{array}\right), \quad \mathbf{b}=\binom{1}{-2}$.
[Answer: The solutions are given by a plane in $\mathbb{R}^{3}$ with equation $x_{1}-x_{2}+2 x_{3}=1$, i.e. the infinitely many solutions are
$\mathbf{x}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)=t\left(\begin{array}{l}1 \\ 1 \\ 0\end{array}\right)+s\left(\begin{array}{r}-2 \\ 0 \\ 1\end{array}\right)+\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)$ for all $t \in \mathbb{R}$ and all $\left.s \in \mathbb{R}.\right]$
d) $A=\left(\begin{array}{rrr}1 & -1 & 2 \\ 1 & 1 & 4 \\ -3 & 3 & -6\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{l}1 \\ 1 \\ 0\end{array}\right)$.
[Answer: The system is inconsistent. That is, the system has no solution.]
7. Find the intersection of the following two planes in $\mathbb{R}^{3}$ :

$$
\begin{array}{ll}
\Pi_{1}: & x-y+3 z=1 \\
\Pi_{2}: & x+y+2 z=10 .
\end{array}
$$

Use Maple to sketch the planes in $\mathbb{R}^{3}$ (see Appendix A for information about Maple).
[Answer: The two planes intersect along the following line:

$$
\ell:\left\{\begin{array}{l}
x=-5 t+28 \\
y=t \\
z=2 t-9 \quad \text { for all } t \in \mathbb{R} .]
\end{array}\right.
$$


8. Find the intersection of the following three planes in $\mathbb{R}^{3}$ :

$$
\begin{aligned}
& \Pi_{1}: \quad x+3 y-5 z=0 \\
& \Pi_{2}: \quad x+4 y-8 z=0 \\
& \Pi_{3}:-2 x-7 y+13 z=0 .
\end{aligned}
$$

Use Maple to sketch the planes in $\mathbb{R}^{3}$ (See Appendix A for information about Maple).
[Answer: The three planes intersect along the following line:

$$
\ell:\left\{\begin{array}{l}
x=-4 t \\
y=3 t \\
z=t \quad \text { for all } t \in \mathbb{R} .]
\end{array}\right.
$$

9. Consider the following three planes in $\mathbb{R}^{3}$ :

$$
\begin{array}{ll}
\Pi_{1}: & x_{1}-4 x_{2}+7 x_{3}=1 \\
\Pi_{2}: & 3 x_{2}-5 x_{3}=0 \\
\Pi_{3}: & -2 x_{1}+5 x_{2}-9 x_{3}=k,
\end{array}
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$ such that the given three planes intersect along a common line $\ell$ and give this line of intersection in parametric form.
[Answer: The three planes intersect along a common line $\ell$ if and only if $k=-2$, where $\ell$ is given by

$$
\ell:\left\{\begin{array}{l}
x_{1}=-t / 5+1 \\
x_{2}=t \\
\left.x_{3}=3 t / 5 \quad \text { for all } t \in \mathbb{R} .\right]
\end{array}\right.
$$

b) For which value(s) of $k$ do the three planes intersect in a unique point.
[Answer: There exists no value of $k$ for which the three planes intersect in a unique point.]
10. Find all solutions of the following system:

$$
\begin{aligned}
& x_{3}+2 x_{5}=1 \\
& x_{1}+6 x_{2}+2 x_{3}+4 x_{5}=-1 \\
& x_{4}+5 x_{5}=2
\end{aligned}
$$

[Answer: $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4} \\ x_{5}\end{array}\right)=t\left(\begin{array}{r}-6 \\ 1 \\ 0 \\ 0 \\ 0\end{array}\right)+s\left(\begin{array}{r}0 \\ 0 \\ -2 \\ -5 \\ 1\end{array}\right)+\left(\begin{array}{r}-3 \\ 0 \\ 1 \\ 2 \\ 0\end{array}\right)$
for all $t \in \mathbb{R}$ and all $s \in \mathbb{R}$.]
11. Consider the following system:

$$
\begin{aligned}
& x_{1}+x_{3}+2 x_{4}=1 \\
& 2 x_{1}+k x_{2}+x_{3}+x_{4}=2 \\
& 3 x_{2}+x_{3}+2 x_{4}=3 \\
& x_{1}+x_{2}+x_{4}=4,
\end{aligned}
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that the given system has a unique solution.
[Answer: $k \in \mathbb{R} \backslash\{-7\}$.]
b) Find all values of $k$, such that the given system has infinitely many solutions.
[Answer: There exist no values of $k$ for which the system admits infinitely many solutions.]
c) Find all values of $k$, such that the given system is inconsistent.
[Answer: $k=-7$.]
d) Find all values of $k$ for which the coefficient matrix of the given system is singular.
[Answer: $k=-7$.]
12. Consider the following system:

$$
\begin{aligned}
& x_{1}+x_{2}+x_{3}=a \\
& 3 x_{1}+k x_{3}=b \\
& x_{1}+k x_{2}+x_{3}=c,
\end{aligned}
$$

where $a, b, c$ and $k$ are unspecified real parameters.
a) Find all values of $k$, such that the given system has a unique solution for all real values of $a, b$ and $c$.
[Answer: $k \in \mathbb{R} \backslash\{1,3\}$.]
b) Find all values of $k$ and the corresponding conditions on $a, b$ and $c$, such that the given system is consistent.
[Answer: From part a) above, we know that the system has a unique solution (and is consistent) for all $k \in \mathbb{R} \backslash\{1,3\}$ and all real values of $a, b$ and $c$. For $k=1$ the system has infinitely many solutions (and is consistent) if and only if $c=a$ for all $c \in \mathbb{R}$. For $k=3$ the system has infinitely many solutions (and is consistent) if and only if $c=3 a-2 b / 3$ for all $a \in \mathbb{R}$ and all $b \in \mathbb{R}$.]
13. Consider the following matrix equation:

$$
X\left(\begin{array}{rr}
1 & 1 \\
-1 & 1
\end{array}\right)-\left(\begin{array}{rr}
0 & 1 \\
\alpha & -\alpha
\end{array}\right) X=\left(\begin{array}{rr}
1 & 2 \\
-1 & 3
\end{array}\right)
$$

where $X$ is an unspecified $2 \times 2$ matrix. Determine all real values of $\alpha$, such that the given matrix equation has a unique solution for $X$.
[Answer: $\quad \alpha \in \mathbb{R} \backslash\{-2\}$.]
14. a) Consider the function

$$
f(x)=a x^{3}+b x^{2}+c x+d,
$$

where $a, b, c$ and $d$ are unspecified real parameters. Find the values of these parameters such that the graph $y=f(x)$ is passing through the following points in the $x y$-plane: $\{(1,1),(-1,1),(2,2),(-2,12)\}$. Use Maple to sketch your obtained function $f(x)$ in the $x y$-plane (see Appendix A for information about Maple).
[Answer: $a=-5 / 6, b=2, c=5 / 6, d=-1$.]
b) Consider the function

$$
f(x)=a \cos (2 x)+b(\pi-x) \cos (2 x)+c x \sin (\pi-x)
$$

where $a, b$ and $c$ are unspecified real parameters. Find the values of these parameters such that the graph $y=f(x)$ is passing through the following points in the $x y$-plane: $\{(-\pi / 2,-3 \pi),(\pi / 2,0),(3 \pi / 2,5 \pi)\}$. Use Maple to sketch your obtained function $f(x)$ in the $x y$-plane (see Appendix A for information about Maple).
[Answer: $a=-2 \pi, b=3, c=-1$.]
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15. Consider the system $A \mathbf{x}=\mathbf{b}$ with

$$
A=\left(\begin{array}{cc}
1 & 1 \\
2 & 1 \\
4 & 2
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{c}
3 \\
h \\
k
\end{array}\right)
$$

where $h$ and $k$ are unspecified real parameters.
a) Find the relation between the parameters $h$ and $k$, such that the given system $A \mathbf{x}=\mathbf{b}$ is consistent.
[Answer: $k=2 h$ for all $h \in \mathbb{R}$.]
b) Find all solutions for the given system $A \mathbf{x}=\mathbf{b}$.
[Answer: The system has the unique solution $\mathbf{x}=\binom{h-3}{6-h}$ for all $h \in \mathbb{R}$, where $k=2 h$. ]
16. Consider the following line $\ell$ in $\mathbb{R}^{3}$ :

$$
\ell:\left\{\begin{array}{l}
x=2 t+1 \\
y=-2 t+1 \\
z=6 t-6 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

Find all real values of the parameters $a, b$ and $c$, such that the line $\ell$ is lying on the plane

$$
a x+b y+c z=1
$$

[Answer: $\quad a=\frac{1}{3}+\frac{b}{3}, c=-\frac{1}{9}+\frac{2 b}{9}$ for all $b \in \mathbb{R}$.]
17. Consider the following two lines in $\mathbb{R}^{3}$ :

$$
\ell_{1}:\left\{\begin{array}{l}
x=2 t+3 \\
y=-4 t+1 \\
z=2 t+2
\end{array} \quad \ell_{2}:\left\{\begin{array}{l}
x=-s \\
y=b s+3 \\
z=-s-1
\end{array}\right.\right.
$$

for all $t \in \mathbb{R}$ and all $s \in \mathbb{R}$, where $b$ is an unspecified real parameter.
a) Find all values of $b$, such that the lines $\ell_{1}$ and $\ell_{2}$ intersect.
[Answer: $\quad b \in \mathbb{R} \backslash\{2\}$.
b) Do the lines intersect for $b=1$ ? If so, find the point of intersection for this case.
[Answer: Yes, the point of intersection has the coordinates $(4,-1,3)$.]
18. Consider the following six planes that describe a parallelepiped at their intersections:

$$
\begin{array}{ll}
\Pi_{1}: & x+2 y-z=1 \\
\Pi_{2}: & 2 x+4 y-2 z=0 \\
\Pi_{3}: & -3 x-y+2 z=1 \\
\Pi_{4}: & -9 x-3 y+6 z=1 \\
\Pi_{5}: & y+z=-1 \\
\Pi_{6}: & -2 y-2 z=3
\end{array}
$$

Find the vertices, the volume and the midpoint of this parallelepiped, as well as the hight of the parallelepiped with base face described by $\Pi_{2}$.
[Answer: The coordinates of the vertices of the parallelepiped are as follows:

$$
\begin{aligned}
& P_{1}:\left(-\frac{17}{12}, \frac{11}{36},-\frac{65}{36}\right) \\
& P_{2}:\left(-\frac{7}{6}, \frac{7}{18},-\frac{25}{18}\right) \\
& P_{3}:\left(-\frac{3}{2}, \frac{1}{2},-\frac{3}{2}\right) \\
& P_{4}:\left(-\frac{7}{4}, \frac{5}{12},-\frac{23}{12}\right) \\
& P_{5}:\left(-\frac{11}{12},-\frac{7}{36},-\frac{47}{36}\right) \\
& P_{6}:\left(-\frac{2}{3},-\frac{1}{9},-\frac{8}{9}\right) \\
& P_{7}:(-1,0,-1) \\
& P_{8}:\left(-\frac{5}{4},-\frac{1}{12},-\frac{17}{12}\right)
\end{aligned}
$$

The volume of the parallelepiped is $1 / 18$ cubic units. The coordinates of the the midpoint $Q$ of the parallelepiped is

$$
Q:\left(-\frac{29}{24}, \frac{11}{72},-\frac{101}{72}\right) .
$$

The hight of the parallelepiped with base described by $\Pi_{2}$ is $1 / \sqrt{6}$ units. ]
19. Consider the following two planes:

$$
\begin{aligned}
& \Pi_{1}: x+2 y-4 z=2 \\
& \Pi_{2}: x-z=5 .
\end{aligned}
$$

Find the equation of the planes $\Pi_{1}^{*}$, such that $\Pi_{1}^{*}$ is the reflection of the plane $\Pi_{1}$ about the plane $\Pi_{2}$.
[Answer: $\left.\Pi_{1}^{*}: 4 x-2 y-z=23.\right]$
20. Consider the linear system $A \mathbf{x}=\mathbf{b}$ with

$$
\left(\begin{array}{ccc}
1 & 3 & k \\
k & 1 & 4 \\
1 & k & k
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{r}
2 \\
3 \\
-3
\end{array}\right),
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that the given system admits a unique solution.
[Answer: The system admits a unique solution for all $k \in \mathbb{R} \backslash\{-2,2,3\}$.]
b) Find all values of $k$, such that the given system admits infinitely many solutions, as well as all values of $k$ for which the system is inconsistent.
[Answer: For $k=-2$ the system has infinitely many solutions, namely $\mathbf{x}=t\left(\begin{array}{l}2 \\ 0 \\ 1\end{array}\right)+\left(\begin{array}{r}-1 \\ 1 \\ 0\end{array}\right)$ for all $t \in \mathbb{R}$. For $k=2$ as well as for $k=3$ the system is inconsistent.]
c) Find all values of $k$, such that the coefficient matrix $A$ is singular.
[Answer: The matrix $A$ is singular if and only if $\operatorname{det} A=0$, that is, $A$ is singular for $k \in\{-2,2,3\}$.]
21. The following three lines, $\ell_{1}, \ell_{2}$ and $\ell_{3}$, describe a triangle in $\mathbb{R}^{3}$ at their intersections:

$$
\left.\begin{array}{l}
\ell_{1}:\left\{\begin{array}{l}
x=4 \alpha-1 \\
y=-2 \alpha+3 \\
z=8 \alpha-3 \text { for all } \alpha \in \mathbb{R}
\end{array} \quad \ell_{2}:\left\{\begin{array}{l}
x=-3 \beta+7 \\
y=-\beta+4 \\
z=-\beta+3
\end{array} \text { for all } \beta \in \mathbb{R}\right.\right.
\end{array}\right\} \begin{aligned}
& x=-\delta+6 \\
& \ell_{3}:\left\{\begin{array}{l}
x \delta+7 \\
z=3 \delta-4 \text { for all } \delta \in \mathbb{R} .
\end{array}\right.
\end{aligned}
$$

Find the area of this triangle.
[Answer: The area of the triangle is $5 \sqrt{6}$ square units. ]

22. Consider the homogeneous system $A \mathbf{x}=\mathbf{0}$, where

$$
A=\left(\begin{array}{cccc}
1 & 5 & 1 & k \\
2 & 1 & k & 1 \\
1 & 4 & 1 & 1 \\
4 & 1 & 3 & 1
\end{array}\right)
$$

and $k$ is an unspecified real parameter.
a) Find all values of $k$, such that the system admits only the trivial solution and all values of $k$ for which $A$ is invertible.
[Answer: For all $k \in \mathbb{R} \backslash\left\{\frac{4}{3}, \frac{7}{5}\right\}$ the system admits only the trivial solution $\mathbf{x}=(0,0,0,0)$. The matrix $A$ is also invertible for those values of $k$.]
b) Find all values of $k$, such that the system admits infinitely many solutions.
[Answer: For all $k=\frac{4}{3}$ or $k=\frac{7}{5}$ the system admits infinitely many solutions.]

## Chapter 3

## Spanning sets and linearly independent sets

## The aim of this chapter:

In this chapter we introduce the following definitions and concepts for a finite set of vectors in $\mathbb{R}^{n}$ : linear combinations of vectors, spanning sets and linearly independent sets of vectors. We apply these concepts to describe, for example, a plane or a line in $\mathbb{R}^{3}$ and to gain a better understanding of linear systems.

### 3.1 Linear combinations of vectors

In this section we introduce the concept of a linear combination for a finite set of vectors in $\mathbb{R}^{n}$.

## Theoretical Remarks 3.1.

Consider the set $S$ of $p$ vectors

$$
S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \ldots, \mathbf{u}_{\mathbf{p}}\right\}
$$

where $\mathbf{u}_{\mathbf{j}} \in \mathbb{R}^{n}$ for $j=1,2, \ldots, p$.

1. A linear combination of the vectors from the set $S$ is another vector in $\mathbb{R}^{n}$, namely the vector

$$
c_{1} \mathbf{u}_{\mathbf{1}}+c_{2} \mathbf{u}_{\mathbf{2}}+\cdots+c_{p} \mathbf{u}_{\mathbf{p}} \in \mathbb{R}^{n}
$$

for any fixed choice of the $p$ constants $c_{1}, c_{2}, \ldots, c_{p}$, called the scaling factors of the linear combination. That is, $\mathbf{v} \in \mathbb{R}^{n}$ is a linear combination of the vectors from the set $S$ if there exist scaling factors $c_{1}, c_{2}, \ldots, c_{p}$, such that

$$
\mathbf{v}=c_{1} \mathbf{u}_{1}+c_{2} \mathbf{u}_{\mathbf{2}}+\cdots+c_{p} \mathbf{u}_{\mathbf{p}} .
$$

2. Consider $\mathbf{v} \in \mathbb{R}^{n}$ and let $A$ be an $m \times n$ matrix. Assume now that $\mathbf{v}$ is a linear combination of the vectors from $S$ with scaling factors $c_{1}, c_{2}, \ldots, c_{p}$. Then

$$
A \mathbf{v}=c_{1} A \mathbf{u}_{\mathbf{1}}+c_{2} A \mathbf{u}_{\mathbf{2}}+\cdots c_{p} A \mathbf{u}_{\mathbf{p}}
$$

3. Consider an $m \times n$ matrix $A$ in the form

$$
A=\left[\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{\mathbf{n}}
\end{array}\right],
$$

where $\mathbf{a}_{\mathbf{j}} \in \mathbb{R}^{m}$ for $j=1,2, \ldots, n$. Consider a vector $\mathbf{x} \in \mathbb{R}^{n}$ given by

$$
\mathbf{x}=\left(\begin{array}{r}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right) \text {. }
$$

Then the matrix-vector product $A \mathrm{x}$ is defined as the linear combination of the set of vectors $\left\{\mathbf{a}_{\mathbf{1}}, \mathbf{a}_{\mathbf{2}}, \ldots, \mathbf{a}_{\mathbf{n}}\right\}$ with scaling factors $x_{1}, x_{2}, \ldots, x_{n}$, i.e.

$$
A \mathbf{x}=x_{1} \mathbf{a}_{\mathbf{1}}+x_{2} \mathbf{a}_{\mathbf{2}}+\cdots+x_{n} \mathbf{a}_{\mathbf{n}} .
$$

Remark: See also Theoretical Remark 2.1 (3) where the matrix-vector product $A \mathrm{x}$ is discussed.

## Problem 3.1.1.

Consider the following set of five vectors in $\mathbb{R}^{3}$ :

$$
S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}, \mathbf{u}_{\mathbf{4}}, \mathbf{u}_{\mathbf{5}}\right\}
$$

where

$$
\begin{aligned}
& \mathbf{u}_{1}=\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right), \quad \mathbf{u}_{2}=\left(\begin{array}{l}
1 \\
1 \\
0
\end{array}\right), \quad \mathbf{u}_{3}=\left(\begin{array}{r}
1 \\
-1 \\
3
\end{array}\right) \\
& \mathbf{u}_{4}=\left(\begin{array}{r}
2 \\
-1 \\
0
\end{array}\right), \quad \mathbf{u}_{5}=\left(\begin{array}{l}
1 \\
3 \\
4
\end{array}\right) .
\end{aligned}
$$

Consider also the vector

$$
\mathbf{v}=\left(\begin{array}{l}
1 \\
2 \\
1
\end{array}\right)
$$

a) Show that $\mathbf{v}$ is a linear combination of the vectors in the set $S$ and give the linear combination explicitly.
b) Is $\mathbf{v}$ a linear combination of the set of vectors $\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\}$ ? Justify your answer.
c) Let $A$ be an unspecified $3 \times 3$ matrix, such that

$$
\begin{aligned}
& A \mathbf{u}_{1}=\left(\begin{array}{r}
1 \\
2 \\
-1
\end{array}\right), \quad A \mathbf{u}_{\mathbf{2}}=\left(\begin{array}{l}
2 \\
1 \\
0
\end{array}\right), \quad A \mathbf{u}_{3}=\left(\begin{array}{l}
3 \\
1 \\
3
\end{array}\right) \\
& A \mathbf{u}_{4}=\left(\begin{array}{r}
-8 \\
11 \\
-18
\end{array}\right), \quad A \mathbf{u}_{5}=\left(\begin{array}{r}
22 \\
-13 \\
32
\end{array}\right) .
\end{aligned}
$$

Find $A \mathbf{v}$ explicitly.
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## Solution 3.1.1.

a) We have to show that there exist real constants (scaling factors), $c_{1}, c_{2}, c_{3}, c_{4}$ and $c_{5}$, such that

$$
\mathbf{v}=c_{1} \mathbf{u}_{\mathbf{1}}+c_{2} \mathbf{u}_{\mathbf{2}}+c_{3} \mathbf{u}_{\mathbf{3}}+c_{4} \mathbf{u}_{\mathbf{4}}+c_{5} \mathbf{u}_{\mathbf{5}}
$$

We write this vector equation in the form of a matrix equation, namely

$$
\left[\begin{array}{lllll}
\mathbf{u}_{1} & \mathbf{u}_{2} & \mathbf{u}_{3} & \mathbf{u}_{4} & \mathbf{u}_{5}
\end{array}\right] \mathbf{c}=\mathbf{v}
$$

where

$$
\mathbf{c}=\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3} \\
c_{4} \\
c_{5}
\end{array}\right) \in \mathbb{R}^{5}
$$

With the given vectors $\mathbf{u}_{\mathbf{j}}$, we have

$$
\left(\begin{array}{rrrrr}
1 & 1 & 1 & 2 & 1 \\
0 & 1 & -1 & -1 & 3 \\
1 & 0 & 3 & 0 & 4
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3} \\
c_{4} \\
c_{5}
\end{array}\right)=\left(\begin{array}{l}
1 \\
2 \\
1
\end{array}\right)
$$

and the following corresponding augmented matrix is

$$
\left(\begin{array}{rrrrrr}
1 & 1 & 1 & 2 & 1 & 1 \\
0 & 1 & -1 & -1 & 3 & 2 \\
1 & 0 & 3 & 0 & 4 & 1
\end{array}\right)
$$

Applying several elementary row operations on this augmented matrix, we obtain its unique reduced echelon form, namely

$$
\left(\begin{array}{rrrrrr}
1 & 0 & 0 & 9 & -14 & -5 \\
0 & 1 & 0 & -4 & 9 & 4 \\
0 & 0 & 1 & -3 & 6 & 2
\end{array}\right)
$$

We conclude that the constants $c_{4}$ and $c_{5}$ can be chosen arbitrarily, so we let

$$
c_{4}=t, \quad c_{5}=s
$$

where $t$ and $s$ are arbitrary real parameters. From the above reduced echelon form we then have

$$
\begin{aligned}
& c_{1}=-9 t+14 s-5 \\
& c_{2}=4 t-9 s+4 \\
& c_{3}=3 t-6 s+2
\end{aligned}
$$

so that

$$
\mathbf{c}=\left(\begin{array}{c}
-9 t+14 s-5 \\
4 t-9 s+4 \\
3 t-6 s+2 \\
t \\
s
\end{array}\right)
$$

These are the scaling factors of the linear combination, so that

$$
\mathbf{v}=(-9 t+14 s-5) \mathbf{u}_{\mathbf{1}}+(4 t-9 s+4) \mathbf{u}_{\mathbf{2}}+(3 t-6 s+2) \mathbf{u}_{\mathbf{3}}+t \mathbf{u}_{\mathbf{4}}+s \mathbf{u}_{\mathbf{5}}
$$

for all $t \in \mathbb{R}$ and all $s \in \mathbb{R}$. We can therefore choose $t=s=0$ to find the simplest linear combination:

$$
\mathbf{v}=-5 \mathbf{u}_{1}+4 \mathbf{u}_{2}+2 \mathbf{u}_{3}
$$

b) We need to establish the existence of scaling factors $c_{1}$ and $c_{2}$, such that

$$
\mathbf{v}=c_{1} \mathbf{u}_{\mathbf{1}}+c_{2} \mathbf{u}_{\mathbf{2}} .
$$

That is, we need to establish the consistency of the system

$$
\left(\begin{array}{ll}
1 & 1 \\
0 & 1 \\
1 & 0
\end{array}\right)\binom{c_{1}}{c_{2}}=\left(\begin{array}{l}
1 \\
2 \\
1
\end{array}\right) .
$$

The associated augmented matrix is

$$
\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 1 & 2 \\
1 & 0 & 1
\end{array}\right)
$$

so that an echelon form becomes

$$
\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 1 & 2 \\
0 & 0 & 1
\end{array}\right),
$$

the last row of which indicates that the system is inconsistent, as it implies

$$
c_{1} 0+c_{2} 0=1 .
$$

We therefore conclude that there exist no constants $c_{1}$ and $c_{2}$ for which $\mathbf{v}$ is a linear combination of the vectors $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$.
c) In part a) abovewe have established the linear combination

$$
\begin{aligned}
\mathbf{v}= & (-9 t+14 s-5) \mathbf{u}_{\mathbf{1}}+(4 t-9 s+4) \mathbf{u}_{\mathbf{2}}+(3 t-6 s+2) \mathbf{u}_{\mathbf{3}}+t \mathbf{u}_{\mathbf{4}}+s \mathbf{u}_{\mathbf{5}} \\
& \text { for all } t \in \mathbb{R} \text { and all } s \in \mathbb{R}
\end{aligned}
$$

and, by setting $t=s=0$, the simplest linear combination

$$
\mathbf{v}=-5 \mathbf{u}_{1}+4 \mathbf{u}_{2}+2 \mathbf{u}_{3}
$$

Therefore

$$
\begin{aligned}
A \mathbf{v} & =A\left(-5 \mathbf{u}_{\mathbf{1}}+4 \mathbf{u}_{\mathbf{2}}+2 \mathbf{u}_{\mathbf{3}}\right) \\
& =-5 A \mathbf{u}_{\mathbf{1}}+4 A \mathbf{u}_{\mathbf{2}}+2 A \mathbf{u}_{\mathbf{3}} \\
& =-5\left(\begin{array}{r}
1 \\
2 \\
-1
\end{array}\right)+4\left(\begin{array}{l}
2 \\
1 \\
0
\end{array}\right)+2\left(\begin{array}{l}
3 \\
1 \\
3
\end{array}\right) \\
& =\left(\begin{array}{r}
9 \\
-4 \\
11
\end{array}\right)
\end{aligned}
$$

Of course we could, alternately, do the calculations using the combination with the arbitrary $s$ and $t$ parameters. This gives the same result:

$$
\begin{aligned}
A \mathbf{v} & =A(-9 t+14 s-5) \mathbf{u}_{\mathbf{1}}+A(4 t-9 s+4) \mathbf{u}_{\mathbf{2}}+A(3 t-6 s+2) \mathbf{u}_{\mathbf{3}}+A t \mathbf{u}_{\mathbf{4}}+A s \mathbf{u}_{\mathbf{5}} \\
& =(-9 t+14 s-5) A \mathbf{u}_{\mathbf{1}}+(4 t-9 s+4) A \mathbf{u}_{\mathbf{2}}+(3 t-6 s+2) A \mathbf{u}_{\mathbf{3}}+t A \mathbf{u}_{\mathbf{4}}+s A \mathbf{u}_{\mathbf{5}} \\
& =(-9 t+14 s-5)\left(\begin{array}{r}
1 \\
2 \\
-1
\end{array}\right)+(4 t-9 s+4)\left(\begin{array}{l}
2 \\
1 \\
0
\end{array}\right)+(3 t-6 s+2)\left(\begin{array}{l}
3 \\
1 \\
3
\end{array}\right) \\
& +t\left(\begin{array}{r}
-8 \\
11 \\
-18
\end{array}\right)+s\left(\begin{array}{r}
22 \\
-13 \\
32
\end{array}\right) \\
& =\left(\begin{array}{r}
9 \\
-4 \\
11
\end{array}\right)
\end{aligned}
$$

## Problem 3.1.2.

Consider the vector

$$
\mathbf{v}=\left(\begin{array}{c}
k \\
4 \\
2 \\
2
\end{array}\right) \in \mathbb{R}^{4}
$$

as well as the following set of vectors in $\mathbb{R}^{4}$ :

$$
S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}
$$

where

$$
\mathbf{u}_{1}=\left(\begin{array}{c}
1 \\
k \\
1 \\
1
\end{array}\right), \quad \mathbf{u}_{2}=\left(\begin{array}{c}
1 \\
1 \\
k \\
1
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{c}
1 \\
1 \\
1 \\
k
\end{array}\right)
$$

Here $k$ is an unspecified real parameter. Determine all values of $k$, such that $\mathbf{v}$ is a linear combination of the vectors from the set $S$.
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## Solution 3.1.2.

Since $\mathbf{v}$ should be a linear combination of the vectors $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{\mathbf{3}}$, we have

$$
\mathbf{v}=c_{1} \mathbf{u}_{\mathbf{1}}+c_{2} \mathbf{u}_{\mathbf{2}}+c_{3} \mathbf{u}_{\mathbf{3}}
$$

or, in matrix form

$$
\begin{aligned}
& \left(\begin{array}{l}
k \\
4 \\
2 \\
2
\end{array}\right)=\left[\begin{array}{lll}
\mathbf{u}_{\mathbf{1}} & \mathbf{u}_{\mathbf{2}} & \mathbf{u}_{\mathbf{3}}
\end{array}\right]\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right) . \text { That is } \\
& \left(\begin{array}{l}
k \\
4 \\
2 \\
2
\end{array}\right)=\left(\begin{array}{lll}
1 & 1 & 1 \\
k & 1 & 1 \\
1 & k & 1 \\
1 & 1 & k
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)
\end{aligned}
$$

We now find all values of $k \in \mathbb{R}$, such that the above system is consistent, i.e. such that there exist real values for $c_{1}, c_{2}$ and $c_{3}$ that satisfy the system. The associated augmented matrix is

$$
\left(\begin{array}{cccc}
1 & 1 & 1 & k \\
k & 1 & 1 & 4 \\
1 & k & 1 & 2 \\
1 & 1 & k & 2
\end{array}\right) \sim\left(\begin{array}{cccc}
1 & 1 & 1 & k \\
0 & 1-k & 1-k & 4-k^{2} \\
0 & k-1 & 0 & 2-k \\
0 & 0 & k-1 & 2-k
\end{array}\right) \sim\left(\begin{array}{cccc}
1 & 1 & 1 & k \\
0 & 1-k & 1-k & 4-k^{2} \\
0 & 0 & 1-k & -(k-2)(k+3) \\
0 & 0 & 0 & -(k-2)(k+4)
\end{array}\right)
$$

From the last row of the above echelon form we have

$$
c_{1} 0+c_{2} 0+c_{3} 0=-(k-2)(k+4)
$$

so that the system is consistent if and only if $k=2$ or $k=-4$. Therefore, $\mathbf{v}$ is a linear combination of $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{\mathbf{3}}$ if and only if $k=2$ or $k=-4$.

### 3.2 Spanning sets of vectors

In this section we introduce the concept of a spanning set. That is, a finite set of vectors which span a subset of vectors in $\mathbb{R}^{n}$.

## Theoretical Remarks 3.2.

Consider the set $S$ of $p$ vectors

$$
S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \ldots, \mathbf{u}_{\mathbf{p}}\right\}
$$

where $\mathbf{u}_{\mathbf{j}} \in \mathbb{R}^{n}$ for $j=1,2, \ldots, p$.

1. The set of all linear combinations of the vectors from $S$, denoted by span $\{S\}$, is a subset of $\mathbb{R}^{n}$, say $W$, that is said to be spanned by $S$. We write

$$
W=\operatorname{span}\left\{\mathbf{u}_{1}, \mathbf{u}_{\mathbf{2}}, \ldots, \mathbf{u}_{\mathbf{p}}\right\}, \quad \text { or simply } \quad W=\operatorname{span}\{S\} .
$$

We say that $S$ is the spanning set of $W$. Thus span $\{S\}$ consists of all linear combinations of vectors from $S$, i.e.

$$
c_{1} \mathbf{u}_{1}+c_{2} \mathbf{u}_{2}+\cdots+c_{p} \mathbf{u}_{\mathbf{p}} \in W
$$

for every possible choice of the scaling factors $c_{1}, c_{2}, \ldots, c_{p}$. We write $W=\operatorname{span}\{S\}=\left\{c_{1} \mathbf{u}_{\mathbf{1}}+c_{2} \mathbf{u}_{\mathbf{2}}+\cdots+c_{p} \mathbf{u}_{\mathbf{p}}\right.$ for all $\left.c_{1} \in \mathbb{R}, c_{2} \in \mathbb{R}, \ldots, c_{p} \in \mathbb{R}\right\}$.
2. In the sense of the above introduced spannig set, we can interpret the consistency of a linear system as follows:

The linear system

$$
A \mathbf{x}=\mathbf{b}
$$

is consistent if and only if

$$
\mathbf{b} \in \operatorname{span}\left\{\mathbf{a}_{\mathbf{1}}, \mathbf{a}_{\mathbf{2}}, \ldots, \mathbf{a}_{\mathbf{n}}\right\}
$$

where $A$ is an $m \times n$ matrix given by $A=\left[\begin{array}{lll}\mathbf{a}_{\mathbf{1}} & \mathbf{a}_{\mathbf{2}} \cdots \mathbf{a}_{\mathbf{n}}\end{array}\right]$, $\mathbf{a}_{\mathbf{j}} \in \mathbb{R}^{m}$ and $\mathbf{b} \in \mathbb{R}^{m}$.

## Problem 3.2.1.

Consider the following three vectors in $\mathbb{R}^{3}$ :

$$
\mathbf{u}=\left(\begin{array}{r}
1 \\
-2 \\
3
\end{array}\right), \quad \mathbf{v}=\left(\begin{array}{r}
-1 \\
1 \\
4
\end{array}\right), \quad \mathbf{w}=\left(\begin{array}{c}
k \\
6 \\
2
\end{array}\right)
$$

where $k$ is an unspecified real constant. Find all values of $k$, such that
a) $\mathbf{w} \in \operatorname{span}\{\mathbf{u}, \mathbf{v}\}$.
b) $\mathbf{u} \in \operatorname{span}\{\mathbf{v}, \mathbf{w}\}$.
c) Is $\mathbf{0} \in \operatorname{span}\{\mathbf{u}, \mathbf{v}\}$, where $\mathbf{0}=\left(\begin{array}{l}0 \\ 0 \\ 0\end{array}\right)$ ?
d) Which of the following systems are consistent?

$$
[\mathbf{u} \mathbf{v}] \mathbf{x}=\left(\begin{array}{c}
2 \\
6 \\
2
\end{array}\right), \quad[\mathbf{u} \mathbf{v}] \mathbf{x}=\left(\begin{array}{r}
-4 \\
6 \\
2
\end{array}\right), \quad[\mathbf{u} \mathbf{v}] \mathbf{x}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) .
$$

e) Find all values of $k$ for which the system

$$
[\mathbf{u} \mathbf{w}] \mathbf{x}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

is consistent.

## Solution 3.2.1.

a) If vector $\mathbf{w}$ is an element $\operatorname{span}\{\mathbf{u}, \mathbf{v}\}$, then $\mathbf{w}$ must be a linear combination of the vectors $\mathbf{u}$ and $\mathbf{v}$. That is, there must exist scaling factors (real constants) $c_{1}$ and $c_{2}$, such that

$$
\mathbf{w}=c_{1} \mathbf{u}+c_{2} \mathbf{v}
$$

Writing this as a matrix equation, we have

$$
\left(\begin{array}{rr}
1 & -1 \\
-2 & 1 \\
3 & 4
\end{array}\right)\binom{c_{1}}{c_{2}}=\left(\begin{array}{l}
k \\
6 \\
2
\end{array}\right)
$$

so that the associated augmented matrix and one of its echelon forms are

$$
\left(\begin{array}{rrr}
1 & -1 & k \\
-2 & 1 & 6 \\
3 & 4 & 2
\end{array}\right) \sim\left(\begin{array}{rrc}
1 & -1 & k \\
0 & -1 & 2 k+6 \\
0 & 0 & 11 k+44
\end{array}\right)
$$

We conclude that the system is consistent if and only if $k=-4$.
Thereofore, $\mathbf{w} \in \operatorname{span}\{\mathbf{u}, \mathbf{v}\}$ if and only if $k=-4$.
b) If vector $\mathbf{u}$ is an element of $\operatorname{span}\{\mathbf{v}, \mathbf{w}\}$, then $\mathbf{u}$ must be a linear combination of the vectors $\mathbf{v}$ and $\mathbf{w}$. But we already know from part a) above, that $\mathbf{w}$ is a linear combination of $\mathbf{u}$ and $\mathbf{v}$, which means that there exist scaling factors $c_{1}$ and $c_{2}$, such that

$$
\mathbf{w}=c_{1} \mathbf{u}+c_{2} \mathbf{v} .
$$

Therefore, we have

$$
\mathbf{u}=-\frac{c_{2}}{c_{1}} \mathbf{v}+\frac{1}{c_{1}} \mathbf{w}
$$

so that we can conclude that $\mathbf{u} \in \operatorname{span}\{\mathbf{v}, \mathbf{w}\}$ if and only if $k=-4$, i.e. the same value of $k$ as in part a) above.
c) The zero-vector, $\mathbf{0} \in \mathbb{R}^{3}$, is always an element of any spanning set of $\mathbb{R}^{3}$, since $\mathbf{0}$ is always a linear combination with zero scaling factors of the vectors that span the set. In the current case, namely $\operatorname{span}\{\mathbf{u}, \mathbf{v}\}$, we have

$$
\mathbf{0}=0 \mathbf{u}+0 \mathbf{v} .
$$

d) Note that

$$
[\mathbf{u} \mathbf{v}] \mathbf{x}=x_{1} \mathbf{u}+x_{2} \mathbf{v}, \quad \text { where } \mathbf{x}=\binom{x_{1}}{x_{2}} .
$$

Therefore the system

$$
[\mathbf{u} \mathbf{v}] \mathbf{x}=\left(\begin{array}{c}
k \\
6 \\
2
\end{array}\right)
$$

is consistent if and only if $\left(\begin{array}{c}k \\ 6 \\ 2\end{array}\right) \in \operatorname{span}\{\mathbf{u}, \mathbf{v}\}$. In part a) above, we have already established that $\mathbf{w} \in \operatorname{span}\{\mathbf{u}, \mathbf{v}\}$ if and only if $k=-4$. Thus, the system

$$
[\mathbf{u} \mathbf{v}] \mathbf{x}=\left(\begin{array}{l}
2 \\
6 \\
2
\end{array}\right)
$$

is inconsistent, while the system

$$
[\mathbf{u} \mathbf{~ v}] \mathbf{x}=\left(\begin{array}{r}
-4 \\
6 \\
2
\end{array}\right)
$$

is consistent. Clearly the homogeneous system

$$
[\mathbf{u} \mathbf{v}] \mathbf{x}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

is also consistent.
e) The homogeneous system

$$
[\mathbf{v} \mathbf{w}] \mathbf{x}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

is consistent for all $k \in \mathbb{R}$, as

$$
\mathbf{x}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

is always a solution (the trivial- or zero-solution) of the system.

## Problem 3.2.2.

Consider the following three vectors in $\mathbb{R}^{4}$ :

$$
\mathbf{u}_{1}=\left(\begin{array}{r}
1 \\
0 \\
2 \\
-3
\end{array}\right), \quad \mathbf{u}_{2}=\left(\begin{array}{c}
0 \\
0 \\
4 \\
7
\end{array}\right), \quad \mathbf{u}_{3}=\left(\begin{array}{r}
1 \\
1 \\
-3 \\
1
\end{array}\right)
$$

and let $W$ denote the set of vectors spanned by $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right\}$, i.e. let

$$
W=\operatorname{span}\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\} .
$$

Which of the following four vectors belong to $W$ ?

$$
\mathbf{v}_{\mathbf{1}}=\left(\begin{array}{r}
-5 \\
-3 \\
9 \\
10
\end{array}\right), \quad \mathbf{v}_{\mathbf{2}}=\left(\begin{array}{l}
1 \\
0 \\
1 \\
0
\end{array}\right), \quad \mathbf{v}_{\mathbf{3}}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right), \quad \mathbf{v}_{\mathbf{4}}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right) .
$$



## Solution 3.2.2.

To answer whether $\mathbf{v}_{\mathbf{1}} \in \operatorname{span}\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$ we need to establish whether there exist scaling factors $c_{1}, c_{2}$ and $c_{3}$, such that $\mathbf{v}_{\mathbf{1}}$ is a linear combination of $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}$, i.e.

$$
\mathbf{v}_{\mathbf{1}}=c_{1} \mathbf{u}_{\mathbf{1}}+c_{2} \mathbf{u}_{\mathbf{2}}+c_{3} \mathbf{u}_{\mathbf{3}}
$$

The matrix equation is

$$
\left(\begin{array}{rrr}
1 & 0 & 1 \\
0 & 0 & 1 \\
2 & 4 & -3 \\
-3 & 7 & 1
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)=\left(\begin{array}{r}
-5 \\
-3 \\
9 \\
10
\end{array}\right)
$$

and the associated augmentd matrix is

$$
\left(\begin{array}{rrrr}
1 & 0 & 1 & -5 \\
0 & 0 & 1 & -3 \\
2 & 4 & -3 & 9 \\
-3 & 7 & 1 & 10
\end{array}\right)
$$

After applying several elementary row operations, we obtain the following reduced echelon form of the augmented matrix:

$$
\left(\begin{array}{rrrr}
1 & 0 & 0 & -2 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & -3 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

from which we conclude that $\mathbf{v}_{\mathbf{1}} \in \operatorname{span}\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$, where

$$
\mathbf{v}_{\mathbf{1}}=-2 \mathbf{u}_{\mathbf{1}}+\mathbf{u}_{\mathbf{2}}-3 \mathbf{u}_{\mathbf{3}}
$$

We follow the same procedure to establish whether $\mathbf{v}_{\mathbf{2}} \in \operatorname{span}\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$. This leads to the following augmented matrix

$$
\left(\begin{array}{rrrr}
1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
2 & 4 & -3 & 1 \\
-3 & 7 & 1 & 0
\end{array}\right)
$$

and the reduced echelon form

$$
\left(\begin{array}{rrrr}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & -1 / 4 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 19 / 28
\end{array}\right)
$$

From the above reduced echelon form we conclude that $\mathbf{v}_{\mathbf{2}}$ does not belong to the span $\left\{\mathbf{u}_{1}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$, as $\mathbf{v}_{\mathbf{2}}$ cannot be written as a linear combination of the vectors $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{\mathbf{3}}$.

Since $\mathbf{v}_{\mathbf{3}} \in \mathbb{R}^{3}$ it cannot belong to a spanning set that is spanned by vectors in $\mathbb{R}^{4}$. For $\mathbf{v}_{\mathbf{4}}$, we have

$$
\mathbf{v}_{\mathbf{4}}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right)=0 \mathbf{u}_{1}+0 \mathbf{u}_{2}+0 \mathbf{u}_{3} \in \operatorname{span}\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right\}
$$

### 3.3 Linearly dependent and independent sets of vectors

We introduce the concept of a linearly dependent sets and a linearly independent set of vectors in $\mathbb{R}^{n}$. We discuss the importance of linearly independet sets for a spanning set of vectors.

## Theoretical Remarks 3.3.

Consider the set $S$ of $p$ vectors

$$
S=\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{\mathbf{p}}\right\}
$$

where $\mathbf{u}_{\mathbf{j}} \in \mathbb{R}^{n}$ for every $j=1,2, \ldots, p$.
The set $S$ is a linearly independent set in $\mathbb{R}^{n}$ if the vector equation

$$
c_{1} \mathbf{u}_{1}+c_{2} \mathbf{u}_{\mathbf{2}}+\cdots+c_{p} \mathbf{u}_{\mathbf{p}}=\mathbf{0}
$$

can only be satisfied if all scaling factors are zero, i.e. $c_{1}=0, c_{2}=0, \ldots, c_{p}=0$. If there exists any non-zero scaling factors for which the above vector equation is satisfied, then the set $S$ is a linearly dependent set.

Remark: Consider a set of $n$ vectors

$$
S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{\mathbf{n}}\right\}
$$

where $\mathbf{u}_{\mathbf{j}} \in \mathbb{R}^{n}$ for every $j=1,2, \ldots, n$. If the set $S$ is linearly independent and the set $S$ spans $\mathbb{R}^{n}$, then $S$ is a basis for $\mathbb{R}^{n}$ and we say that the dimension of $\mathbb{R}^{n}$ is $n$. The standard basis, $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \ldots, \mathbf{e}_{\mathbf{n}}\right\}$ is an example of a basis for $\mathbb{R}^{n}$. These concepts of basis and dimension is discussed in detail in Part 2 of this series, subtitled General Vector Spaces.

For linearly independent and linearly dependent sets we have the following

## Properties:

a) Assume that $S$ is a linearly independent set. Then all subsets of vectors from $S$ are also linearly independent sets in $\mathbb{R}^{n}$.
b) Assume that $S$ is a linearly dependent set. Then there may exist subsets of two or more vectors from $S$ which are linearly independent sets in $\mathbb{R}^{n}$.
c) Let $S$ be a set that consist of $p$ vectors in $\mathbb{R}^{n}$. If $p>n$ then $S$ is a linearly dependent set.
d) Consider a set $Q$ of $n$ vectors in $\mathbb{R}^{n}$, namely

$$
Q=\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{\mathbf{n}}\right\}
$$

where $\mathbf{a}_{\mathbf{j}} \in \mathbb{R}^{n}$ for all $j=1,2, \ldots, n$ and consider the $n \times n$ matrix

$$
A=\left[\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{\mathbf{n}}
\end{array}\right] .
$$

We have the following properties:
i) The set $Q$ is linearly independent if and only if the reduced echelon form of $A$ is the identity matrix $I_{n}$, i.e. $A$ and $I_{n}$ are row-equivalent

$$
A \sim I_{n} .
$$

ii) The set $Q$ is linearly independent if and only if the determinant of $A$ is non-zero, i.e.

$$
\operatorname{det} A \neq 0
$$

so that $A$ is an invertible matrix.
iii) The set $Q$ is linearly independent if and only if $A \mathbf{x}=\mathbf{b}$ has a unique solution $\mathbf{x} \in \mathbb{R}^{n}$ for all $\mathbf{b} \in \mathbb{R}^{n}$.
e) Consider the set $Q_{2}$ of two non-zero vectors in $\mathbb{R}^{3}$, namely

$$
Q_{2}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\} .
$$

Then span $\left\{Q_{2}\right\}$ will span a plane $\Pi$ in $\mathbb{R}^{3}$ that contains the origin $(0,0,0)$, if and only if $Q_{2}$ is a linearly independent set. That is, every vector in the plane $\Pi$ is a linear combination of the vectors $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$.
f) Consider the set $Q_{3}$ of three non-zero vectors in $\mathbb{R}^{3}$, namely

$$
Q_{3}=\left\{\mathbf{u}_{1}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\} .
$$

Then span $\left\{Q_{3}\right\}$ spans $\mathbb{R}^{3}$ if and only if $Q_{3}$ is a linearly independent set. That is, every vector in $\mathbb{R}^{3}$ is a linear combination of the vectors $\mathbf{u}_{1}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{3}$. Moreover, if $Q_{3}$ is a linearly dependent set with exactly two linearly independent vectors, then span $\left\{Q_{3}\right\}$ spans a plane through $(0,0,0)$ (of course the same is true for any finite set of vectors which contains a subset of exactly two linearly independent vectors). Note that a line $\ell$ through ( $0,0,0$ ) can be spanned by any non-zero vector with coordinates on $\ell$.

## Problem 3.3.1.

Consider the following two vectors in $\mathbb{R}^{3}$ :

$$
\mathbf{u}=\left(\begin{array}{r}
1 \\
2 \\
-1
\end{array}\right), \quad \mathbf{v}=\left(\begin{array}{r}
k \\
-4 \\
2
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all real values of $k$, such that the set $S=\{\mathbf{u}, \mathbf{v}\}$ is a linearly independent set, as well as all the real values of $k$ for which $S$ is a linearly dependent set.
b) Find all real values of $k$, such that $\mathbf{u}$ and $\mathbf{v}$ span a plane in $\mathbb{R}^{3}$ and give the equation of that plane.
c) Find all real values of $k$, such that $\mathbf{u}$ and $\mathbf{v}$ span a line in $\mathbb{R}^{3}$ and give the equation of that line in parametric form.
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## Solution 3.3.1.

a) To establish whether the set $S=\{\mathbf{u}, \mathbf{v}\}$ is a linearly independent set (or a linearly dependent set), we consider the vector equation

$$
c_{1} \mathbf{u}+c_{2} \mathbf{v}=\mathbf{0} .
$$

In matrix form this becomes

$$
\left(\begin{array}{rr}
1 & k \\
2 & -4 \\
-1 & 2
\end{array}\right)\binom{c_{1}}{c_{2}}\binom{0}{0} .
$$

Since the system is homogeneous, we only have to look at the coefficient matrix to establish the consistency of the system. We have

$$
\left(\begin{array}{rr}
1 & k \\
2 & -4 \\
-1 & 2
\end{array}\right) \sim\left(\begin{array}{cc}
1 & k \\
0 & -2 k-4 \\
0 & k+2
\end{array}\right) \sim\left(\begin{array}{cc}
1 & k \\
0 & k+2 \\
0 & 0
\end{array}\right)
$$

The reduced system is therefore

$$
\begin{aligned}
& c_{1}+c_{2} k=0 \\
& c_{2}(k+2)=0 .
\end{aligned}
$$

Therefore the system has the trivial solution, i.e. $c_{1}=0$ and $c_{2}=0$, if and only if $k \in \mathbb{R} \backslash\{-2\}$. We conclude that the set $S$ is linearly independent for $k \in \mathbb{R} \backslash\{-2\}$ and linearly dependent for $k=-2$.
b) The set of two vectors, $S=\{\mathbf{u}, \mathbf{v}\}$, will span a plane in $\mathbb{R}^{3}$ if and only if $S$ is a linearly independent set, i.e. for all value $k \in \mathbb{R} \backslash\{-2\}$, as established in part a) above. This plane contains the origin $(0,0,0)$ as well as all those vectors that are linear combinations of $\mathbf{u}$ and $\mathbf{v}$ for all $k \in \mathbb{R} \backslash\{-2\}$. To find the equation of the plane that is spanned by $S$, we first calculate the normal vector $\mathbf{n}$ for the plane by the use of the cross-product (see Theoretical Remark 1.2 and Theoretical Remark 1.3). We have

$$
\mathbf{n}=\mathbf{u} \times \mathbf{v}=\left|\begin{array}{ccc}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
1 & 2 & -1 \\
k & -4 & 2
\end{array}\right|=-(k+2) \mathbf{e}_{\mathbf{2}}-(2 k+4) \mathbf{e}_{\mathbf{3}} .
$$

Then we calculate the dot product of $\mathbf{n}$ with an arbitrary point on the plane, say the point $(x, y, z)$, which must be zero as long as $(x, y, z)$ is on the plane. Thus

$$
\mathbf{n} \cdot(x, y, z)=(0,-k-2,-2 k-4) \cdot(x, y, z)=-(k+2) y-(2 k+4) z=0 .
$$

Therefore, the equation of the plane that is spanned by $S$ is

$$
-(k+2) y-(2 k+4) z=0 \quad \text { for all } k \in \mathbb{R} \backslash\{-2\} .
$$

Note that the equation of the plane depends on $k$.
c) The set of two vectors in the set $S=\{\mathbf{u}, \mathbf{v}\}$ will span a line $\ell$ in $\mathbb{R}^{3}$ if and only if $S$ is a linearly dependent set, i.e. for the value $k=-2$, as established in part a) above. Those are the vectors

$$
\mathbf{u}=\left(\begin{array}{r}
1 \\
2 \\
-1
\end{array}\right) \quad \text { and } \quad \mathbf{v}=\left(\begin{array}{r}
-2 \\
-4 \\
2
\end{array}\right)
$$

as well as all linear combinations of $\mathbf{u}$ and $\mathbf{v}$, as all these vectors are on the line $\ell$. Obviously the line $\ell$ passes through the origin $(0,0,0)$. To find the equation of $\ell$ that is spanned by $S$, we just have to multiply any vector on $\ell$ with an arbitrary parameter, $t$, say the vector $\mathbf{u}$. Thus a parametric equation of the line is

$$
\ell:\left\{\begin{array}{l}
x=t \\
y=2 t \\
z=-1 t \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

## Problem 3.3.2.

Consider the set $S=\left\{\mathbf{u}_{1}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$ with

$$
\mathbf{u}_{\mathbf{1}}=\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right), \quad \mathbf{u}_{\mathbf{2}}=\left(\begin{array}{l}
0 \\
1 \\
2
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{l}
2 \\
3 \\
k
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that the set $S$ is a linearly independent set and find also all values of $k$ such that the set is linearly dependent.
b) Consider $W=\operatorname{span}\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\}$. Find all values of $k$, such that $\mathbf{u}_{\mathbf{3}} \in W$.
c) Find all values of $k$, such that $\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{\mathbf{3}}$ span a plane in $\mathbb{R}^{3}$ and give the equation of that plane explicitly.
d) Find all values of $k$, such that $\mathbf{u}_{1}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{\mathbf{3}}$ span $\mathbb{R}^{3}$.
e) Do there exist values for $k$, such that $\mathbf{u}_{1}, \mathbf{u}_{\mathbf{2}}$ and $\mathbf{u}_{\mathbf{3}}$ span a line in $\mathbb{R}^{3}$ ?
f) Consider the matrix $A=\left[\begin{array}{lll}\mathbf{u}_{1} & \mathbf{u}_{2} & \mathbf{u}_{3}\end{array}\right]$ and find all values of $k$, such that $A$ is row equivalent to $I_{3}$ (the $3 \times 3$ identity matrix) and find also all values of $k$ for which $A$ is invertible.
g) Find all values of $k$, such that the system

$$
\left[\begin{array}{lll}
\mathbf{u}_{1} & \mathbf{u}_{2} & \mathbf{u}_{3}
\end{array}\right] \mathbf{x}=\mathbf{b}
$$

has a unique solution.

## Solution 3.3.2.

a) To establish whether the set $S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$ is linearly independent or linearly dependent, we have to consider the vector equation

$$
c_{1} \mathbf{u}_{\mathbf{1}}+c_{2} \mathbf{u}_{\mathbf{2}}+c_{3} \mathbf{u}_{\mathbf{3}}=\mathbf{0}
$$

In matrix form we have

$$
\left(\begin{array}{ccc}
1 & 0 & 2 \\
0 & 1 & 3 \\
1 & 2 & k
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

so that

$$
\left(\begin{array}{ccc}
1 & 0 & 2 \\
0 & 1 & 3 \\
1 & 2 & k
\end{array}\right) \sim\left(\begin{array}{ccc}
1 & 0 & 2 \\
0 & 1 & 3 \\
0 & 2 & k-2
\end{array}\right) \sim\left(\begin{array}{ccc}
1 & 0 & 2 \\
0 & 1 & 3 \\
0 & 0 & k-8
\end{array}\right)
$$

Thus there exist non-zero solutions for $c_{1}, c_{2}$ and $c_{3}$ if and only if $k-8=0$. Therefore the set $S$ is linearly independent for all values $k \in \mathbb{R} \backslash\{8\}$ and linearly dependent for $k=8$.
Since the coefficient matrix is a square matrix, we may also establish the linear independence of the set by calculating the determinant of the system's coefficient matrix; let's name this matrix $A$. We have $\operatorname{det} A=k-8$. The columns of $A$ are linearly independent if and only if $\operatorname{det} A \neq 0$. Hence we have the same conclusion as above.
b) In order to determine whether $\mathbf{u}_{\mathbf{3}} \in \operatorname{span}\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\}=W$, we need to investigate the consistency of the non-homogeneous system $c_{1} \mathbf{u}_{\mathbf{1}}+c_{2} \mathbf{u}_{\mathbf{2}}=\mathbf{u}_{\mathbf{3}}$. Clearly this system can only be consistent if the set $S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$ is linearly dependent and then $\mathbf{u}_{\mathbf{3}} \in W$. We have already established in part a) above, that the set $S$ is linearly dependent for $k=8$. Hence $\mathbf{u}_{\mathbf{3}} \in W$ for $k=8$.
c) In order to span a plane in $\mathbb{R}^{3}$ we need exactly two linearly independent vectors. First, we note that the set $\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\}$ is clearly a linearly independent set, since

$$
\mathbf{u}_{1} \neq \alpha \mathbf{u}_{\mathbf{2}} \quad \text { for all } \alpha \in \mathbb{R}
$$

So to span a plane $\Pi$ in $\mathbb{R}^{3}$ with all three vectors in the set $S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$, we need to make sure that the set $S$ is a linearly dependent set with a linearly independent subset of two vectors. We have establsihed in part a), that $S$ is a linearly dependent set for $k=8$. Hence

$$
\Pi=\operatorname{span}\left\{\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right),\left(\begin{array}{l}
0 \\
1 \\
2
\end{array}\right),\left(\begin{array}{l}
2 \\
3 \\
8
\end{array}\right)\right\}
$$

Note that the same plane $\Pi$ can also be spanned by any subset of two linearly independent vectors from the set $S$. We have
$\Pi=\operatorname{span}\left\{\left(\begin{array}{l}1 \\ 0 \\ 1\end{array}\right),\left(\begin{array}{l}0 \\ 1 \\ 2\end{array}\right)\right\}=\operatorname{span}\left\{\left(\begin{array}{l}1 \\ 0 \\ 1\end{array}\right),\left(\begin{array}{l}2 \\ 3 \\ 8\end{array}\right)\right\}=\operatorname{span}\left\{\left(\begin{array}{l}0 \\ 1 \\ 2\end{array}\right),\left(\begin{array}{l}2 \\ 3 \\ 8\end{array}\right)\right\}$.
To find the equation of the plane $\Pi$ we can use any of the above given spanning sets. We'll use $\Pi=\operatorname{span}\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\}$. We calculate the normal vector $\mathbf{n}$ of the plane and then calculate the dot product with an arbitrary point $(x, y, z)$ on the plane. (see Theoretical Remark 1.2 and Theoretical Remark 1.3). We have

$$
\mathbf{n}=\mathbf{u}_{\mathbf{1}} \times \mathbf{u}_{\mathbf{2}}=\left|\begin{array}{ccc}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}} \\
1 & 0 & 1 \\
0 & 1 & 2
\end{array}\right|=-\mathbf{e}_{\mathbf{1}}-2 \mathbf{e}_{\mathbf{2}}+\mathbf{e}_{\mathbf{3}}=(-1,-2,1) .
$$

Then

$$
\mathbf{n} \cdot(x, y, z)=(-1,-2,1) \cdot(x, y, z)=-x-2 y+z=0 .
$$

Hence the equation of the plane $\Pi$ is

$$
-x-2 y+z=0 .
$$


d) In order to span $\mathbb{R}^{3}$ we need a set $S$ of three vectors in $\mathbb{R}^{3}$ such that every vector in $\mathbb{R}^{3}$ can be written as a linear combination of those three vectors. For this to be possible, the set $S$ needs to be linearly independent. Let $S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{3}\right\}$. In part a) we have already established that $S$ is a linearly independent set for all $k \in \mathbb{R} \backslash\{8\}$. Thus

$$
\mathbb{R}^{3}=\operatorname{span}\left\{\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right),\left(\begin{array}{l}
0 \\
1 \\
2
\end{array}\right),\left(\begin{array}{l}
2 \\
3 \\
k
\end{array}\right)\right\} \quad \text { for all } k \in \mathbb{R} \backslash\{8\} .
$$

e) We can not span a line in $\mathbb{R}^{3}$ by using all three vectors in the set $S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$, since the subset $\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\}$ is already linearly independent (so those span a plane as shown in part c) above).
f) The matrix $A=\left[\mathbf{u}_{\mathbf{1}} \mathbf{\mathbf { u } _ { \mathbf { 2 } }} \mathbf{\mathbf { u } _ { \mathbf { 3 } }}\right]$ is row equivalent to $I_{3}$ if and only if $\operatorname{det} A \neq 0$ and thus $A$ is invertible. We have

$$
\operatorname{det} A=\left|\begin{array}{lll}
1 & 0 & 2 \\
0 & 1 & 3 \\
1 & 2 & k
\end{array}\right|=k-8
$$

Thus $A \sim I_{3}$ if and only if $k \in \mathbb{R} \backslash\{8\}$. Moreover $A^{-1}$ exists if and only if $k \in \mathbb{R} \backslash\{8\}$.
g) The system $A \mathbf{x}=\mathbf{b}$, with

$$
A=\left[\begin{array}{lll}
\mathbf{u}_{\mathbf{1}} & \mathbf{u}_{\mathbf{2}} & \mathbf{u}_{\mathbf{3}}
\end{array}\right],
$$

has a unique solution for all $\mathbf{b} \in \mathbb{R}^{3}$ if and only if $A$ is an invertible matrix. That is, the system has a unique solution if and only if $\operatorname{det} A \neq 0$. In part f) we have established that this is the case for all $k \in \mathbb{R} \backslash\{8\}$. Hence, $A \mathbf{x}=\mathbf{b}$ has a unique solution for all $k \in \mathbb{R} \backslash\{8\}$.

## Problem 3.3.3.

Consider the set of vectors $S=\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}, \mathbf{u}_{4}\right\}$ in $\mathbb{R}^{4}$ with

$$
\mathbf{u}_{\mathbf{1}}=\left(\begin{array}{r}
1 \\
1 \\
-2 \\
-3
\end{array}\right), \quad \mathbf{u}_{\mathbf{2}}=\left(\begin{array}{r}
-1 \\
-9 \\
k \\
11
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{r}
-1 \\
3 \\
1 \\
-1
\end{array}\right), \quad \mathbf{u}_{4}=\left(\begin{array}{r}
k \\
-10 \\
-4 \\
6
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that $S$ is a linearly independent set.
b) Find all values of $k$, for which $S$ is a linearly dependent set and list all possible subsets of three linearly independent vectors in $S$ with their corresponding $k$ values.

## Solution 3.3.3.

a) To establish the linear independence of the set $S$, we consider the matrix $A$ that contains the vectors in the set $S$ as column entries:

$$
A=\left(\begin{array}{rrrr}
1 & -1 & -1 & k \\
1 & -9 & 3 & -10 \\
-2 & k & 1 & -4 \\
-3 & 11 & -1 & 6
\end{array}\right)
$$

The columns of $A$ are linearly independent if and only if $\operatorname{det} A \neq 0$. That is, the set $S$ is linearly independent if and only if $\operatorname{det} A \neq 0$. We obtain

$$
\operatorname{det} A=-8 k^{2}+48 k-64=-8(k-2)(k-4)
$$

Hence, $S$ is a linearly independent set for all $k \in \mathbb{R} \backslash\{2,4\}$.
b) By a) above, we know that $S$ is a linearly dependent set for both $k=2$ as well as for $k=4$. To establish a subset of three linearly independent vectors, we consider $k=2$ and $k=4$ in two separate cases:
Let $k=2$. Then

$$
A \sim\left(\begin{array}{rrrr}
1 & -1 & -1 & 2 \\
0 & -2 & 1 & -3 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

From the above it is clear that there exist two subsets that contain three linearly independent vectors in the set $S$ with $k=2$, namely the subsets

$$
S_{1}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\} \quad \text { or } \quad S_{2}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{3}}, \mathbf{u}_{\mathbf{4}}\right\}
$$

where

$$
\mathbf{u}_{\mathbf{1}}=\left(\begin{array}{r}
1 \\
1 \\
-2 \\
-3
\end{array}\right), \quad \mathbf{u}_{\mathbf{2}}=\left(\begin{array}{r}
-1 \\
-9 \\
2 \\
11
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{r}
-1 \\
3 \\
1 \\
-1
\end{array}\right), \quad \mathbf{u}_{4}=\left(\begin{array}{r}
2 \\
-10 \\
-4 \\
6
\end{array}\right)
$$

Let $k=4$. Then

$$
A \sim\left(\begin{array}{rrrr}
1 & -1 & -1 & 4 \\
0 & 4 & -2 & 7 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

From the above it follows that there exist also two subsets that contain three linearly independent vectors in the set $S$ with $k=4$, namely the subsets

$$
S_{3}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{4}}\right\} \quad \text { or } \quad S_{4}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{3}}, \mathbf{u}_{\mathbf{4}}\right\}
$$

where

$$
\mathbf{u}_{\mathbf{1}}=\left(\begin{array}{r}
1 \\
1 \\
-2 \\
-3
\end{array}\right), \quad \mathbf{u}_{\mathbf{2}}=\left(\begin{array}{r}
-1 \\
-9 \\
4 \\
11
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{r}
-1 \\
3 \\
1 \\
-1
\end{array}\right), \quad \mathbf{u}_{4}=\left(\begin{array}{r}
4 \\
-10 \\
-4 \\
6
\end{array}\right)
$$
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### 3.4 Exercises

1. Consider the following two vectors in $\mathbb{R}^{2}$ :

$$
\mathbf{u}_{\mathbf{1}}=\binom{1}{k}, \quad \mathbf{u}_{\mathbf{2}}=\binom{k}{k+2}
$$

where $k$ is an unspecified real parameter. Find all values of $k$, such that $S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\}$ is a linearly independent set and all values of $k$, such that $S$ is a linearly dependent set.
[Answer: $S$ is a linearly independent set for all $k \in \mathbb{R} \backslash\{-1,2\}$ and $S$ is a linearly dependent set for $k=-1$ or $k=2$.]
2. Consider the following three vectors in $\mathbb{R}^{3}$ :

$$
\mathbf{u}_{\mathbf{1}}=\left(\begin{array}{r}
1 \\
1 \\
-1
\end{array}\right), \quad \mathbf{u}_{2}=\left(\begin{array}{c}
1 \\
2 \\
k
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{c}
k \\
1 \\
3
\end{array}\right)
$$

where $k$ is an unspecified real parameter. Find all values of $k$, such that $S=$ $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right\}$ is a linearly independent set and all values of $k$, such that $S$ is a linearly dependent set.
[Answer: $S$ is a linearly independent set for all $k \in \mathbb{R}$ and $S$ can therefore not be a linearly dependent set for any $k$.]
3. Consider the set $S=\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{\mathbf{3}}, \mathbf{u}_{4}\right\}$ with the following vectors in $\mathbb{R}^{4}$ :

$$
\mathbf{u}_{1}=\left(\begin{array}{r}
1 \\
-2 \\
-3 \\
3
\end{array}\right), \quad \mathbf{u}_{2}=\left(\begin{array}{r}
-3 \\
k \\
9 \\
-9
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{r}
-4 \\
6 \\
k \\
-4
\end{array}\right), \quad \mathbf{u}_{4}=\left(\begin{array}{r}
-1 \\
-1 \\
-6 \\
9
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that $S$ is a linearly independent set.
[Answer: $S$ is a linearly independent set for all $k \in \mathbb{R} \backslash\{6\}$.]
b) Give all possible linearly independet subsets of $S$.
[Answer: For $k \in \mathbb{R} \backslash\{6\}$ every subset of $S$ is linearly independent (since $S$ is a linearly independent set in this case).
For $k=6$ the set $S$ is linearly dependent and it has four linearly independent subsets consisting of two vectors each, namely

$$
\begin{aligned}
& S_{1}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{3}}\right\}, \quad S_{2}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{4}}\right\}, \quad S_{3}=\left\{\mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}, \quad S_{4}=\left\{\mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{4}}\right\} \\
& \left.S_{5}=\left\{\mathbf{u}_{\mathbf{3}}, \mathbf{u}_{\mathbf{4}}\right\} .\right]
\end{aligned}
$$

4. Consider the set $S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}, \mathbf{u}_{\mathbf{4}}\right\}$ with the following vectors in $\mathbb{R}^{4}$ :

$$
\mathbf{u}_{\mathbf{1}}=\left(\begin{array}{r}
1 \\
-1 \\
-1 \\
3
\end{array}\right), \quad \mathbf{u}_{\mathbf{2}}=\left(\begin{array}{r}
5 \\
-3 \\
-5 \\
15
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{r}
4 \\
1 \\
k \\
12
\end{array}\right), \quad \mathbf{u}_{\mathbf{4}}=\left(\begin{array}{r}
k \\
-1 \\
4 \\
-12
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that $S$ is a linearly independent set and also all values of $k$, such that $S$ is a linearly dependent set.
[Answer: $S$ is a linearly independent set for all $k \in \mathbb{R} \backslash\{-4\}$ and a linearly dependent set for $k=-4$.]
b) Give all possible linearly independet subsets of $S$.
[Answer: For $k \in \mathbb{R} \backslash\{-4\}$ every subset of $S$ is linearly independent (since $S$ is a linearly independent set in this case).
For $k=-4$ the set $S$ has five subsets that are linearly independent, namely

$$
\begin{aligned}
& S_{1}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\}, \quad S_{2}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{3}}\right\}, \quad S_{3}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{4}}\right\}, \quad S_{4}=\left\{\mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\} \\
& \left.S_{5}=\left\{\mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{4}}\right\} .\right]
\end{aligned}
$$

5. Consider the set $S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$ with the following vectors in $\mathbb{R}^{3}$ :

$$
\mathbf{u}_{1}=\left(\begin{array}{c}
1 \\
2 \\
3
\end{array}\right), \quad \mathbf{u}_{2}=\left(\begin{array}{c}
0 \\
1 \\
2
\end{array}\right), \quad \mathbf{u}_{3}=\left(\begin{array}{c}
k \\
0 \\
1
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that $S$ is a linearly independent set.
[Answer: All $k \in \mathbb{R} \backslash\{-1\}$.]
b) Find all values of $k$, such that the vectors of the set $S$ span $\mathbb{R}^{3}$, i.e.

$$
\mathbb{R}^{3}=\operatorname{span}\{S\}
$$

[Answer: All $k \in \mathbb{R} \backslash\{-1\}$.]
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6. Consider the following three vectors in $\mathbb{R}^{3}$ :

$$
\mathbf{u}_{1}=\left(\begin{array}{r}
2 \\
1 \\
-1
\end{array}\right), \quad \mathbf{u}_{2}=\left(\begin{array}{r}
-4 \\
-2 \\
2
\end{array}\right), \quad \mathbf{u}_{3}=\left(\begin{array}{c}
a \\
b \\
c
\end{array}\right)
$$

where $a, b$ and $c$ are real parameters. Consider now the set

$$
S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}
$$

a) Find all real values of the parameters $a, b$ and $c$, such that $S$ is a linearly dependent set in $\mathbb{R}^{3}$.
[Answer: $S$ is a linearly dependent set for all $a, b, c \in \mathbb{R}$.]
b) Find all values of the parameters $a, b$ and $c$, such that $S$ spans a line $\ell$ in $\mathbb{R}^{3}$ and give this line explicitly in parametric form in terms of one parameter.
[Answer: $S$ will span a line $\ell$ in $\mathbb{R}^{3}$ if and only if $\mathbf{u}_{\mathbf{3}}=t \mathbf{u}_{\mathbf{1}}$, i.e.

$$
\left(\begin{array}{c}
a \\
b \\
c
\end{array}\right)=\left(\begin{array}{r}
2 t \\
t \\
-t
\end{array}\right) \quad \text { for all } t \in \mathbb{R}
$$

Then a parametric equation for $\ell$ takes the form

$$
\ell:\left\{\begin{array}{l}
x=2 t \\
y=t \\
z=-t \quad \text { for all } t \in \mathbb{R} .]
\end{array}\right.
$$

7. Consider the following vectors in $\mathbb{R}^{3}$ :

$$
\begin{aligned}
& \mathbf{u}_{\mathbf{1}}=\left(\begin{array}{r}
2 \\
1 \\
-1
\end{array}\right), \quad \mathbf{u}_{\mathbf{2}}=\left(\begin{array}{r}
-4 \\
-2 \\
2
\end{array}\right), \quad \mathbf{u}_{3}=\left(\begin{array}{r}
k \\
-3 \\
3
\end{array}\right) \\
& \mathbf{b}=\left(\begin{array}{r}
-4 \\
-1 \\
1
\end{array}\right), \quad \mathbf{c}=\left(\begin{array}{r}
-4 \\
-3 \\
2
\end{array}\right),
\end{aligned}
$$

where $k$ is an unspecified real parameter. Consider also the set

$$
S=\left\{\mathbf{u}_{1}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}
$$

a) Find all real value of $k$, such that the set $S$ spans a plane $W$ in $\mathbb{R}^{3}$. That is, find all $k \in \mathbb{R}$, such that

$$
W=\operatorname{span}\{S\}
$$

Give the equation of the plane $W$.
[Answer: The vectors of the set $S$ span a plane $W$ for all $k \in \mathbb{R} \backslash\{-6\}$ and the equation of the plane $W$ is $y+z=0$.]
b) For which value(s) of $k$ is the system

$$
\left[\begin{array}{lll}
\mathbf{u}_{1} & \mathbf{u}_{2} & \mathbf{u}_{3}
\end{array}\right] \mathbf{x}=\mathbf{b}
$$

consistent? Does $Q=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$ span a plane in $\mathbb{R}^{3}$ for any of your obtained $k$ values and, if so, is $\mathbf{b}$ a vector in this plane?
[Answer: The system is consistent for all $k \in \mathbb{R} \backslash\{-6\}$. The vectors in the set $Q$ span a plane in $\mathbb{R}^{3}$ for all $k \in \mathbb{R} \backslash\{-6\}$. Moreover $\mathbf{b}$ is a vector in this plane. ]
c) For which value(s) of $k$ is the system

$$
\left[\begin{array}{ll}
\mathbf{u}_{1} & \mathbf{u}_{3}
\end{array}\right] \mathbf{x}=\mathbf{c}
$$

consistent? Does $Q=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{3}}\right\}$ span a plane in $\mathbb{R}^{3}$ for any of your obtained $k$ values and, if so, is $\mathbf{c}$ a vector in this plane?
[Answer: The system is inconsistent for all $k \in \mathbb{R}$. The vectors in the set $Q$ span a plane in $\mathbb{R}^{3}$ for all $k \in \mathbb{R} \backslash\{-6\}$. Note: $\mathbf{c}$ is not a vector in this plane. ]
d) For which value(s) of $k$ is the system

$$
\left[\begin{array}{lll}
\mathbf{u}_{1} & \mathbf{u}_{2} & \mathbf{u}_{3}
\end{array}\right] \mathbf{x}=\mathbf{c}
$$

consistent? Does $Q=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}\right\}$ span a plane in $\mathbb{R}^{3}$ for any of your $k$ values and, if so, is $\mathbf{c}$ a vector in this plane?
[Answer: The system is inconsistent for all $k \in \mathbb{R}$. The vectors in the set $Q$ span a plane in $\mathbb{R}^{3}$ for all $k \in \mathbb{R} \backslash\{-6\}$. Note: $\mathbf{c}$ is not a vector in this plane. ]
e) Is the system

$$
\left[\begin{array}{ll}
\mathbf{u}_{1} & \mathbf{u}_{2}
\end{array}\right] \mathbf{x}=\mathbf{c}
$$

consistent?
[Answer: The system is inconsistent.]
8. Consider a set $S=\left\{\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right\}$ with the following vectors in $\mathbb{R}^{3}$ :

$$
\mathbf{u}_{1}=\left(\begin{array}{l}
3 \\
6 \\
2
\end{array}\right), \quad \mathbf{u}_{2}=\left(\begin{array}{r}
-1 \\
0 \\
1
\end{array}\right), \quad \mathbf{u}_{3}=\left(\begin{array}{c}
3 \\
k \\
7
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values for $k$, such that $S$ spans $\mathbb{R}^{3}$, i.e. find all values for $k$, such that

$$
\mathbb{R}^{3}=\operatorname{span}\{S\}
$$

[Answer: For all $k \in \mathbb{R} \backslash\{12\}$.]
b) Find all values for $k$, such that $S$ spans a plane $\Pi$ in $\mathbb{R}^{3}$ and find the equation of that plane.
[Answer: For $k=12$ the plane $\Pi$ is $6 x-5 y+6 z=0$.]
c) Find all values for $\alpha$, such that the vector

$$
\mathbf{v}=\left(\begin{array}{c}
8 \\
6 \\
\alpha
\end{array}\right)
$$

is in the plane $\Pi$ spanned by the vectors in the set $S$.
[Answer: $\mathbf{v} \in \Pi: 6 x-5 y+6 z=0$ if and only if $\alpha=-3$.]
9. Consider the set of vectors $S=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}, \mathbf{u}_{\mathbf{3}}, \mathbf{u}_{4}\right\}$ in $\mathbb{R}^{4}$ with

$$
\mathbf{u}_{\mathbf{1}}=\left(\begin{array}{r}
1 \\
1 \\
-2 \\
-3
\end{array}\right), \quad \mathbf{u}_{\mathbf{2}}=\left(\begin{array}{r}
-1 \\
-9 \\
k \\
11
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{r}
-1 \\
3 \\
2 \\
-1
\end{array}\right), \quad \mathbf{u}_{4}=\left(\begin{array}{r}
k \\
-10 \\
-4 \\
6
\end{array}\right)
$$

where $k$ is an unspecified real parameter.
a) Find all values of $k$, such that $S$ is a linearly independent set.
[Answer: $S$ is a linearly independent set for all $k \in \mathbb{R} \backslash\{2\}$.]
b) Find all values of $k$, for which $S$ is linearly dependent and list all possible subsets of two linearly independent vectors in $S$ with their corresponding $k$ values.
[Answer: $S$ is a linearly dependent set for $k=2$ and for this value of $k$ there exists three linearly independent subsets containing two vectors, namely

$$
\left.S_{1}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{2}}\right\}, \quad S_{2}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{3}}\right\}, \quad S_{3}=\left\{\mathbf{u}_{\mathbf{1}}, \mathbf{u}_{\mathbf{4}}\right\} .\right]
$$

c) Does there exist values of $k$ for which there exists a subset of vectors in $S$ that contains three linearly independent vectors?
[Answer: No.]
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## Chapter 4

## Linear Transformations in Euclidean spaces

## The aim of this chapter:

We treat linear transformations that act between Euclidean spaces $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ and describe the relation of such transformations to systems of linear equations. We introduce the so-called standard matrix, which gives a unique and complete description of linear transformations. We discuss many examples of linear transformations, we show how to derive their standard matrices and how to compose linear transformations. We introduce injective transformations and surjective transformations, and invesitgate invertible linear transformations that map vectors in the same Euclidean space.

### 4.1 Linear transformations: domain and range

In this section we address linear transformations and give several examples, where we also discuss the domain and the range of such transformations.

## Theoretical Remarks 4.1.

Consider a transformation (or mapping) $T$ that map a subset $\mathcal{D}_{T}$ of vectors from $\mathbb{R}^{n}$, called the domain of $T$, to vectors in $\mathbb{R}^{m}$. This is denoted by

$$
T: \mathcal{D}_{T} \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}
$$

Let $\mathbf{x} \in \mathcal{D}_{T}$. Then we write

$$
T: \mathbf{x} \mapsto T(\mathbf{x}) \in \mathbb{R}^{m},
$$

where $T(\mathbf{x})$ is known as the image of $\mathbf{x}$ under $T$.

1. The co-domain of $T: \mathcal{D}_{T} \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, denoted by $C_{T}$, is the Euclidean space $\mathbb{R}^{m}$. See Figure 4.1.


Figure 4.1: The domain, co-domain and range of a transformation $T: \mathcal{D}_{T} \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$.
2. The range of the transformation $T: \mathcal{D}_{T} \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, denoted by $R_{T}$, consists of a subset of vectors in $\mathbb{R}^{m}$, denoted by $R_{T}$, namely all those vectors in the co-domain $\mathbb{R}^{m}$ that are the images of all vectors $\mathbf{x}$ in $\mathcal{D}_{T}$. Hence $R_{T} \subseteq \mathbb{R}^{m}$. See Figure 4.1.
3. A transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is known as a linear transformation with the domain $\mathbb{R}^{n}$ if it satisfies the following two conditions:


Figure 4.2: A linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$.
a) $T(\mathbf{u}+\mathbf{v})=T(\mathbf{u})+T(\mathbf{v}) \quad$ for all $\mathbf{u} \in \mathbb{R}^{n}$ and all $\mathbf{u} \in \mathbb{R}^{n}$ (see Figure 4.2);
b) $T(c \mathbf{u})=c T(\mathbf{u})$ for all $\mathbf{u} \in \mathbb{R}^{n}$ and all $c \in \mathbb{R}$ (see Figure 4.2).
4. Let $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a linear transformation with domain $\mathbb{R}^{n}$. Then we have the following

## Properties:

a) The zero-vector $\mathbf{0}_{n}$ of $\mathbb{R}^{n}$ is mapped to the zero-vector $\mathbf{0}_{m}$ of $\mathbb{R}^{m}$.

That is $T\left(\mathbf{0}_{n}\right)=\mathbf{0}_{m}$.
b) $T\left(c_{1} \mathbf{u}+c_{2} \mathbf{v}\right)=c_{1} T(\mathbf{u})+c_{2} T(\mathbf{v})$ for all $\mathbf{u} \in \mathbb{R}^{n}$, all $\mathbf{v} \in \mathbb{R}^{n}$, all $c_{1} \in \mathbb{R}$ and all $c_{2} \in \mathbb{R}$.

## Problem 4.1.1.

Consider the transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$, such that

$$
T:\left(x_{1}, x_{2}\right) \mapsto\left(x_{1}+x_{2}, 3 x_{1}+x_{2}, x_{1}-x_{2}\right) \quad \text { for all } x_{1}, x_{2} \in \mathbb{R}
$$

a) Show that $T$ is a linear transformation.
b) What is the domain, the co-domain and the range of $T$.
c) Find $T(1,-2)$.


## Solution 4.1.1.

a) Consider two arbitrary vectors in $\mathbb{R}^{2}$, say

$$
\mathbf{x}=\left(x_{1}, x_{2}\right) \quad \text { and } \quad \mathbf{y}=\left(y_{1}, y_{2}\right)
$$

To establish whether $T$ is linear, we need to show that $T(\mathbf{x}+\mathbf{y})=T(\mathbf{x})+T(\mathbf{y})$ and $T(c \mathbf{x})=c T(\mathbf{x})$ holds for all $c \in \mathbb{R}$. For the first condition we have

$$
\begin{aligned}
T(\mathbf{x}+\mathbf{y}) & =\left(x_{1}+y_{1}+x_{2}+y_{2}, 3\left(x_{1}+y_{1}\right)+x_{2}+y_{2}, x_{1}+y_{1}-\left(x_{2}+y_{2}\right)\right) \\
& =\left(x_{1}+x_{2}+y_{1}+y_{2}, 3 x_{1}+x_{2}+3 y_{1}+y_{2}, x_{1}-x_{2}+y_{1}-y_{2}\right)
\end{aligned}
$$

Moreover, we have

$$
\begin{aligned}
T(\mathbf{x})+T(\mathbf{y}) & =\left(x_{1}+x_{2}, 3 x_{1}+x_{2}, x_{1}-x_{2}\right)+\left(y_{1}+y_{2}, 3 y_{1}+y_{2}, y_{1}-y_{2}\right) \\
& =\left(x_{1}+x_{2}+y_{1}+y_{2}, 3 x_{1}+x_{2}+3 y_{1}+y_{2}, x_{1}-x_{2}+y_{1}-y_{2}\right) \\
& =T(\mathbf{x}+\mathbf{y})
\end{aligned}
$$

For the second condition we have

$$
\begin{aligned}
T(c \mathbf{x}) & =\left(c x_{1}+c x_{2}, 3 c x_{1}+c x_{2}, c x_{1}-c x_{2}\right) \\
& =c\left(x_{1}+x_{2}, 3 x_{1}+x_{2}, x_{1}-x_{2}\right) \\
& =c T(\mathbf{x}) \quad \text { for all } c \in \mathbb{R} .
\end{aligned}
$$

We conclude that $T$ is a linear transformation.
b) The domain $\mathcal{D}_{T}$ is obviously $R^{2}$ as we allow all vectors $\left(x_{1}, x_{2}\right)$ to be mapped by $T$. The co-domain of $T$ is $\mathbb{R}^{3}$, as vectors are being mapped from $\mathbb{R}^{2}$ to $\mathbb{R}^{3}$. To establish the range of $T$ we need to find all the images in $\mathbb{R}^{3}$ of $\left(x_{1}, x_{2}\right)$ under $T$. For this, it is more convenient to write the transformation in matrix equation form. We note that, for every $x_{1}$ and $x_{2}$, the linear transformation $T:\left(x_{1}, x_{2}\right) \mapsto\left(b_{1}, b_{2}, b_{3}\right)$ maps as follows:

$$
\begin{aligned}
& x_{1}+x_{2}=b_{1} \\
& 3 x_{1}+x_{2}=b_{2} \\
& x_{1}-x_{2}=b_{3}
\end{aligned}
$$

Hence we have the matrix equation

$$
A \mathbf{x}=\mathbf{b}
$$

where

$$
A=\left(\begin{array}{rr}
1 & 1 \\
3 & 1 \\
1 & -1
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right) \in \mathbb{R}^{3}, \quad \mathbf{x}=\binom{x_{1}}{x_{2}} \in \mathbb{R}^{2} .
$$

The given linear transformation $T$ can therefore be written as follows:

$$
T: \mathbf{x} \mapsto A \mathbf{x}=\mathbf{b} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{2} .
$$

So to find the range of $T$, we need to find all $\mathbf{b} \in \mathbb{R}^{3}$ for which the system $A \mathbf{x}=\mathbf{b}$ is consistent. The associated augmented matrix and some of its row equivalent matrices are

$$
\left(\begin{array}{rrr}
1 & 1 & b_{1} \\
3 & 1 & b_{2} \\
1 & -1 & b_{3}
\end{array}\right) \sim\left(\begin{array}{rrc}
1 & 1 & b_{1} \\
0 & -2 & b_{2}-3 b_{1} \\
0 & -2 & b_{3}-b_{1}
\end{array}\right) \sim\left(\begin{array}{ccc}
1 & 1 & b_{1} \\
0 & -2 & b_{2}-3 b_{1} \\
0 & 0 & 2 b_{1}-b_{2}+b_{3}
\end{array}\right) .
$$

From the above echelon matrix we conclude that the system $A \mathbf{x}=\mathbf{b}$ is consistent if and only if

$$
2 b_{1}-b_{2}+b_{3}=0
$$

We let $b_{2}=t$ and $b_{3}=s$, where $t$ and $s$ are arbitrary real parameters. Then we have

$$
\mathbf{b}=\left(\begin{array}{c}
t / 2-s / 2 \\
t \\
s
\end{array}\right)=t\left(\begin{array}{c}
1 / 2 \\
1 \\
0
\end{array}\right)+s\left(\begin{array}{c}
-1 / 2 \\
0 \\
1
\end{array}\right) \quad \text { for all } t, s \in \mathbb{R} .
$$

Hence we conclude that all the vectors in $\mathbb{R}^{3}$ that are images of $\mathbf{x}$ under $T$ belong to the spanning set span $\left\{\mathbf{v}_{\mathbf{1}}, \mathbf{v}_{\mathbf{2}}\right\}$, where

$$
\mathbf{v}_{\mathbf{1}}=\left(\begin{array}{c}
1 / 2 \\
1 \\
0
\end{array}\right), \quad \mathbf{v}_{\mathbf{2}}=\left(\begin{array}{c}
-1 / 2 \\
0 \\
1
\end{array}\right)
$$

so that the range $R_{T}$ of $T$ is a subset of $\mathbb{R}^{3}$, given by

$$
R_{T}=\operatorname{span}\left\{\mathbf{v}_{\mathbf{1}}, \mathbf{v}_{\mathbf{2}}\right\} .
$$

c) We find $T(1,-2)$ :

$$
T:(1,-2) \mapsto A \mathbf{x}=\left(\begin{array}{rr}
1 & 1 \\
3 & 1 \\
1 & -1
\end{array}\right)\binom{1}{-2}=\left(\begin{array}{r}
-1 \\
1 \\
3
\end{array}\right) \in R_{T} .
$$

## Problem 4.1.2.

Consider the transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$, such that $T:\left(x_{1}, x_{2}, x_{3}\right) \mapsto\left(3 x_{1}, 2 x_{2}+x_{3}+1\right)$ for all $x_{1}, x_{2}, x_{3} \in \mathbb{R}$.
Is $T$ a linear transformation? Explain your answer.

## Solution 4.1.2.

We investigate $T(\mathbf{x}+\mathbf{y})$, where

$$
\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right), \quad \mathbf{y}=\left(y_{1}, y_{2}, y_{3}\right) .
$$

We have

$$
T(\mathbf{x}+\mathbf{y})=\left(3\left(x_{1}+y_{1}\right), 2\left(x_{2}+y_{2}\right)+x_{3}+y_{3}+1\right)
$$

and

$$
\begin{aligned}
T(\mathbf{x})+T(\mathbf{y}) & =\left(3 x_{1}, 2 x_{2}+x_{3}+1\right)+\left(3 y_{1}, 2 y_{2}+y_{3}+1\right) \\
& =\left(3\left(x_{1}+y_{1}\right), 2\left(x_{2}+y_{2}\right)+x_{3}+y_{3}+2\right) .
\end{aligned}
$$

Thus $T(\mathbf{x}+\mathbf{y}) \neq T(\mathbf{x})+T(\mathbf{y})$, so that $T$ is not a linear transformation.

## Problem 4.1.3.

Consider the transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, such that

$$
T: \mathbf{x} \mapsto T(\mathbf{x})=A \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{n},
$$

where $A$ is any $m \times n$ matrix. Show that $T$ is a linear transformation.

## Solution 4.1.3.

Consider $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, such that

$$
T: \mathbf{x} \mapsto T(\mathbf{x})=A \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{n},
$$

where $A$ is an $m \times n$ matrix. We show that $T$ is a linear transformation for any given $m \times n$ matrix. Consider any two vectors $\mathbf{x} \in \mathbb{R}^{n}$ and $\mathbf{y} \in \mathbb{R}^{n}$. Then

$$
\begin{aligned}
T(\mathbf{x}+\mathbf{y}) & =A(\mathbf{x}+\mathbf{y}) \\
& =A \mathbf{x}+A \mathbf{y} \\
& =T(\mathbf{x})+T(\mathbf{y}) .
\end{aligned}
$$

Also

$$
\begin{aligned}
T(c \mathbf{x}) & =A(c \mathbf{x}) \\
& =c(A \mathbf{x}) \\
& =c T(\mathbf{x}) \quad \text { for all } c \in \mathbb{R} .
\end{aligned}
$$

We conclude that $T$ is a linear transformation for any $m \times n$ matrix $A$.

### 4.2 Standard matrices and composite transformations

In this section we show how to find the standard matrix for a given linear transformation $T$. The standard matrix, which can be derived in terms of the standard basis vectors of the domain of $T$, gives a unique description of $T$. We also discuss linear composite tansformations, which result when several linear transformations are composed.


## Theoretical Remarks 4.2.

## 1. The Standard matrix of $T$ :

Let $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a linear transformation that map all vectors in $\mathbb{R}^{n}$ to vectors in $\mathbb{R}^{m}$. Then there exists a unique $m \times n$ matrix $A$, such that

$$
T: \mathbf{x} \mapsto T(\mathbf{x})=A \mathbf{x} \in \mathbb{R}^{m}
$$

for every $\mathbf{x} \in \mathbb{R}^{n}$. This matix $A$ is known as the standard matrix of $T$. In particular,

$$
A=\left[T\left(\mathbf{e}_{\mathbf{1}}\right) T\left(\mathbf{e}_{\mathbf{2}}\right) \cdots T\left(\mathbf{e}_{\mathbf{n}}\right)\right],
$$

where $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \cdots, \mathbf{e}_{\mathbf{n}}\right\}$ is the standard basis of $\mathbb{R}^{n}$ with

$$
\mathbf{e}_{1}=\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right), \quad \mathbf{e}_{2}=\left(\begin{array}{c}
0 \\
1 \\
\vdots \\
0
\end{array}\right), \quad \ldots, \quad \mathbf{e}_{\mathbf{n}}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
1
\end{array}\right)
$$

Note: The above derivation for A stems from the fact that every vector $\mathbf{x}=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, can uniquely be written as a linear combination of the standard basis vectors as follows:

$$
\mathbf{x}=x_{1} \mathbf{e}_{\mathbf{1}}+x_{2} \mathbf{e}_{\mathbf{2}}+\cdots+x_{n} \mathbf{e}_{\mathbf{n}} .
$$

2. Consider two linear transformations, $T_{1}$ and $T_{2}$, such that

$$
T_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}, \quad T_{2}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{p} .
$$

See Figure 4.3.
Assume that $A_{1}$ is the $m \times n$ standard matrix for $T_{1}$ and that $A_{2}$ is the $p \times m$ standard matrix for $T_{2}$. Consider

$$
\begin{aligned}
& T_{1}: \mathbf{x} \mapsto \mathbf{y}=T_{1}(\mathbf{x})=A_{1} \mathbf{x} \in \mathbb{R}^{m} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{n} \quad \text { and } \\
& T_{2}: \mathbf{y} \mapsto \mathbf{z}=T_{2}(\mathbf{y})=A_{2} \mathbf{y} \in \mathbb{R}^{p},
\end{aligned}
$$

where $\mathbf{y}$ is the image of $\mathbf{x}$ under $T_{1}$ and $\mathbf{z}$ is the image of $\mathbf{y}$ under $T_{2}$. Then $\mathbf{z}$ is the image of $\mathbf{x}$ under the new linear transformation $T$, which is the composition of the two


Figure 4.3: The linear composite transformation $T_{2} \circ T_{1}$.
linear transformations $T_{1}$ followed by $T_{2}$, known as the composite transformation, denoted by $T_{2} \circ T_{1}$. We write

$$
T=T_{2} \circ T_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p},
$$

so that, for every $\mathbf{x} \in \mathbb{R}^{n}$, we have

$$
T=T_{2} \circ T_{1}: \mathbf{x} \mapsto T_{2}\left(T_{1}(\mathbf{x})\right)=T_{2}\left(A_{1} \mathbf{x}\right)=A_{2}\left(A_{1} \mathbf{x}\right)=\left(A_{2} A_{1}\right) \mathbf{x} \in \mathbb{R}^{p}
$$

The standard matrix of the composite transformation $T_{2} \circ T_{1}$ is the matrix product $A_{2} A_{1}$, which is a $p \times n$ matrix.

## Problem 4.2.1.

Consider the following two linear transformations that map vectors in $\mathbb{R}^{2}$ :
The transformation $T_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, where $T_{1}$ reflects every vector in $\mathbb{R}^{2}$ about the line $y=4 x$.

The transformation $T_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, where $T_{2}$ rotates every vector in $\mathbb{R}^{2}$ counter-clockwise with angle $\pi / 3$ about the origin $(0,0)$.
a) Find the standard matrix for $T_{1}$.
b) Find the standard matrix for $T_{2}$.
c) Find the standard matrix of the following composite transformations:
$T_{2} \circ T_{1}, \quad T_{1} \circ T_{2}, \quad T_{1} \circ T_{1}, \quad T_{2} \circ T_{2}$.

## Solution 4.2.1.

a) Suggestion: Review again the Problems in Chapter 1, where a vector is reflected about a line.

Let $A_{1}$ denote the standard matrix for $T_{1}$, so that

$$
T_{1}: \mathbf{x} \mapsto A_{1} \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{2}
$$

where

$$
A_{1}=\left[T_{1}\left(\mathbf{e}_{1}\right) T_{1}\left(\mathbf{e}_{2}\right)\right], \quad \mathbf{e}_{1}=\binom{1}{0}, \quad \mathbf{e}_{2}=\binom{0}{1}
$$

First we find the reflection of $\mathbf{e}_{\mathbf{1}}$ about the line $y=4 x$, i.e. we need to calculate $T_{1}\left(\mathbf{e}_{1}\right)$ :


Figure 4.4: Reflection of $\mathbf{e}_{\mathbf{1}}$ about $y=4 x$.

Following Figure 4.4 we have

$$
T_{1}\left(\mathbf{e}_{\mathbf{1}}\right)+\overrightarrow{C B}+\overrightarrow{B A}=\mathbf{e}_{\mathbf{1}}
$$

Since $\overrightarrow{C B}=\overrightarrow{B A}$, we have

$$
T_{1}\left(\mathbf{e}_{\mathbf{1}}\right)=\mathbf{e}_{\mathbf{1}}-2 \overrightarrow{B A}
$$

Moreover,

$$
\overrightarrow{B A}=\mathbf{e}_{\mathbf{1}}-\overrightarrow{O B}
$$

where $\overrightarrow{O B}$ is the orthogonal projection of $\mathbf{e}_{\mathbf{1}}$ onto the line $\ell$ given by the equation $y=4 x$, i.e. the orthogonal projection of $\mathbf{e}_{\mathbf{1}}$ onto any vector on the line $\ell$. To find a vector on $\ell$ (say $\mathbf{v}$ ), we let $x=1$. Then $y=4$, so that $\mathbf{v}=(1,4)$ and

$$
\begin{aligned}
\overrightarrow{O B} & =\operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{1}}=\frac{\mathbf{e}_{\mathbf{1}} \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}} \mathbf{v} \\
& =\frac{(1)(1)+(0)(4)}{1^{2}+4^{2}}(1,4) \\
& =\frac{1}{17}(1,4) .
\end{aligned}
$$

Thus we have
$\overrightarrow{B A}=(1,0)-\frac{1}{17}(1,4)=\frac{1}{17}(16,-4) \quad$ and $\quad T_{1}\left(\mathbf{e}_{\mathbf{1}}\right)=(1,0)-\frac{2}{17}(16,-4)=\frac{1}{17}(-15,8)$,
or, in column matrix form

$$
T_{1}\left(\mathbf{e}_{1}\right)=\frac{1}{17}\binom{-15}{8} .
$$

Next we find the reflection of $\mathbf{e}_{\mathbf{2}}$ about the line $y=4 x$, i.e. we need to calculate $T_{1}\left(\mathbf{e}_{2}\right)$ :
Following Figure 4.5 we have

$$
T_{1}\left(\mathbf{e}_{\mathbf{2}}\right)=\mathbf{e}_{\mathbf{2}}+\overrightarrow{A B}+\overrightarrow{B C}
$$

where $\overrightarrow{A B}=\overrightarrow{B C}$. Thus

$$
T_{1}\left(\mathbf{e}_{\mathbf{2}}\right)=\mathbf{e}_{\mathbf{2}}+2 \overrightarrow{A B}
$$

Moreover,

$$
\overrightarrow{A B}=\overrightarrow{O B}-\mathbf{e}_{\mathbf{2}}
$$

where

$$
\overrightarrow{O B}=\operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{2}}, \quad \text { with } \mathbf{v}=(1,4)
$$



Figure 4.5: Reflection of $\mathbf{e}_{2}$ about $y=4 x$.

Thus

$$
\begin{aligned}
\overrightarrow{O B} & =\operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{2}}=\frac{\mathbf{e}_{\mathbf{2}} \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}} \mathbf{v} \\
& =\frac{(0)(1)+(1)(4)}{1^{2}+4^{2}}(1,4) \\
& =\frac{4}{17}(1,4)
\end{aligned}
$$

and

$$
\overrightarrow{A B}=\frac{4}{17}(1,4)-(0,1)=\frac{1}{17}(4,-1)
$$

so that

$$
T_{1}\left(\mathbf{e}_{2}\right)=(0,1)+\frac{2}{17}(4,-1)=\frac{1}{17}(8,15)
$$

In column matrix form, we have

$$
T_{1}\left(\mathbf{e}_{2}\right)=\frac{1}{17}\binom{8}{15}
$$

The standard matrix $A_{1}$ for $T_{1}$ is thus

$$
A_{1}=\frac{1}{17}\left(\begin{array}{rr}
-15 & 8 \\
8 & 15
\end{array}\right) .
$$

b) Let $A_{2}$ denote the standard matrix for the transformation $T_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, where $T_{2}$ rotates every vector in $\mathbb{R}^{2}$ counter-clockwise with angle $\varphi=\pi / 3$ about the origin $(0,0)$. Then

$$
T_{2}: \mathbf{x} \mapsto A_{2} \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{2},
$$

where

$$
A_{2}=\left[T_{2}\left(\mathbf{e}_{1}\right) T_{2}\left(\mathbf{e}_{2}\right)\right], \quad \mathbf{e}_{1}=\binom{1}{0}, \quad \mathbf{e}_{\mathbf{2}}=\binom{0}{1} .
$$

In Figure 4.6 we depict the counter-clockwise rotation of $\mathbf{e}_{\mathbf{1}}$ and $\mathbf{e}_{\mathbf{2}}$ about $(0,0)$.


Figure 4.6: Counter-clockwise rotation with angle $\varphi$ of $\mathbf{e}_{\mathbf{1}}$ and $\mathbf{e}_{\mathbf{2}}$ about ( 0,0 ).

Following Figure 4.6 we have

$$
T_{2}\left(\mathbf{e}_{\mathbf{1}}\right)=\binom{\cos \varphi}{\sin \varphi}, \quad T_{2}\left(\mathbf{e}_{\mathbf{2}}\right)=\binom{-\sin \varphi}{\cos \varphi}
$$

Thus the standard matrix for $T_{2}$ for the counter-clockwise rotation with angle $\varphi$ about $(0,0)$ is

$$
A_{2}=\left(\begin{array}{cc}
\cos \varphi & -\sin \varphi \\
\sin \varphi & \cos \varphi
\end{array}\right)
$$

For the angle $\varphi=\pi / 3$ we have

$$
A_{2}=\left(\begin{array}{rr}
1 / 2 & -\sqrt{3} / 2 \\
\sqrt{3} / 2 & 1 / 2
\end{array}\right)
$$

c) The standard matrices for the listed composite transformations are given below:

$$
\begin{aligned}
& T_{2} \circ T_{1}: \mathbf{x} \mapsto\left(A_{2} A_{1}\right) \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{2} \\
& T_{1} \circ T_{2}: \mathbf{x} \mapsto\left(A_{1} A_{2}\right) \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{2} \\
& T_{1} \circ T_{1}: \mathbf{x} \mapsto\left(A_{1}^{2}\right) \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{2} \\
& T_{2} \circ T_{2}: \mathbf{x} \mapsto\left(A_{2}^{2}\right) \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{2} .
\end{aligned}
$$
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## Problem 4.2.2.

Consider the linear transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, where $T$ projects every vector in $\mathbb{R}^{2}$ orthogonally onto the line $y=k x$ for any $k \in \mathbb{R}$.
a) Find the standard matrix of $T$.
b) Let $k=-1 / 2$, i.e. consider the line $y=-x / 2$, and find the image of the point $(1,2)$ under $T$. That is, find $T(1,2)$.

## Solution 4.2.2.

a) Suggestion: Review again the Problems in Chapter 1, where a vector is projected onto another vector.

Let $A$ denote the standard matrix for the orthogonal projection of every vector $\mathbf{x} \in \mathbb{R}^{2}$ onto the line $y=k x$ for all $k \in \mathbb{R}$. Then

$$
T: \mathbf{x} \mapsto T(\mathbf{x})=A \mathbf{x},
$$

where

$$
A=\left[T\left(\mathbf{e}_{1}\right) T\left(\mathbf{e}_{2}\right)\right], \quad \mathbf{e}_{1}=\binom{1}{0}, \quad \mathbf{e}_{2}=\binom{0}{1} .
$$

To find $T\left(\mathbf{e}_{\mathbf{1}}\right)$ we need to project $\mathbf{e}_{\mathbf{1}}$ orthogonally onto any position vector $\mathbf{v}$ that is lying on the line $y=k x$. See Figure 4.7.
Let $x=1$. Then $y=k$, so that

$$
T\left(\mathbf{e}_{\mathbf{1}}\right)=\operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{1}}=\left(\mathbf{e}_{\mathbf{1}} \cdot \hat{\mathbf{v}}\right) \hat{\mathbf{v}}=\left(\frac{\mathbf{e}_{\mathbf{1}} \cdot \mathbf{v}}{\|\mathbf{v}\|^{2}}\right) \mathbf{v}
$$

where

$$
\mathbf{v}=(1, k) \equiv\binom{1}{k}, \quad \hat{\mathbf{v}}=\frac{\mathbf{v}}{\|\mathbf{v}\|}
$$

Now

$$
\begin{aligned}
& \mathbf{e}_{\mathbf{1}} \cdot \mathbf{v}=(1,0) \cdot(1, k)=1 \\
& \|\mathbf{v}\|^{2}=(1, k) \cdot(1, k)=1+k^{2},
\end{aligned}
$$

so that

$$
T\left(\mathbf{e}_{\mathbf{1}}\right)=\frac{1}{1+k^{2}}\binom{1}{k}
$$



Figure 4.7: The orthogonal projection of $\mathbf{e}_{\mathbf{1}}$ onto $y=k x$.

To find $T\left(\mathbf{e}_{\mathbf{2}}\right)$ we project $\mathbf{e}_{\mathbf{2}}$ orthogonally onto vector $\mathbf{v}=(1, k)$. That is

$$
T\left(\mathbf{e}_{2}\right)=\operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{2}}=\left(\mathbf{e}_{2} \cdot \hat{\mathbf{v}}\right) \hat{\mathbf{v}}=\left(\frac{\mathbf{e}_{2} \cdot \mathbf{v}}{\|\mathbf{v}\|^{2}}\right) \mathbf{v}
$$

where $\mathbf{e}_{\mathbf{2}} \cdot \mathbf{v}=(0,1) \cdot(1, k)=k$, so that

$$
T\left(\mathbf{e}_{2}\right)=\frac{k}{1+k^{2}}\binom{1}{k} .
$$

The standard matrix of $T$ is therefore

$$
A=\left[T\left(\mathbf{e}_{\mathbf{1}}\right) T\left(\mathbf{e}_{\mathbf{2}}\right)\right]=\frac{1}{1+k^{2}}\left(\begin{array}{rr}
1 & k \\
k & k^{2}
\end{array}\right) .
$$

b) Using the result in part a), the standard matrix for the orthogonal projection of every vector $\mathbf{x} \in \mathbb{R}^{2}$ onto the line $y=-x / 2$ is

$$
A=\left(\begin{array}{rr}
4 / 5 & -2 / 5 \\
-2 / 5 & 1 / 5
\end{array}\right)
$$

Then

$$
T(1,2):\binom{1}{2} \mapsto A\binom{1}{2}=\left(\begin{array}{rr}
4 / 5 & -2 / 5 \\
-2 / 5 & 1 / 5
\end{array}\right)\binom{1}{2}=\binom{0}{0} .
$$

## Problem 4.2.3.

Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, where $T$ reflects every vector in $\mathbb{R}^{3}$ about the line $\ell$ given by

$$
\ell:\left\{\begin{array}{l}
x=2 t \\
y=t \\
z=-t \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

a) Find the standard matrix of $T$.
b) Find the image of the point $(1,2,3)$ under $T$. That is, find $T(1,2,3)$.


## Solution 4.2.3.

a) Let $A$ denote the standard matrix of the transformation $T$ that reflects every vector $\mathbf{x} \in \mathbb{R}^{3}$ about the line

$$
\ell:\left\{\begin{array}{l}
x=2 t \\
y=t \\
z=-t \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

Then

$$
A=\left[T\left(\mathbf{e}_{\mathbf{1}}\right) T\left(\mathbf{e}_{\mathbf{2}}\right) T\left(\mathbf{e}_{\mathbf{3}}\right)\right]
$$

where $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$ is the standard basis for $\mathbb{R}^{3}$.

To calculate $T\left(\mathbf{e}_{\mathbf{1}}\right)$, we project $\mathbf{e}_{\mathbf{1}}$ onto any non-zero vector $\mathbf{v}$ with coordinates on the line $\ell$. To find such a vector, we let $t=1$ in the above parametric equation for $\ell$ and obtain

$$
\mathbf{v}=\left(\begin{array}{r}
2 \\
1 \\
-1
\end{array}\right)
$$

Following Figure 4.8 we have

$$
T\left(\mathbf{e}_{\mathbf{1}}\right)=\mathbf{e}_{\mathbf{1}}+2 \overrightarrow{A B}
$$

where

$$
\begin{aligned}
& \overrightarrow{A B}=\overrightarrow{O B}-\mathbf{e}_{\mathbf{1}} \\
& \text { and } \\
& \overrightarrow{O B}=\operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{1}}=\left(\frac{\mathbf{e}_{\mathbf{1}} \cdot \mathbf{v}}{\|\mathbf{v}\|^{2}}\right) \mathbf{v}
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
T\left(\mathbf{e}_{\mathbf{1}}\right) & =2 \operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{1}}-\mathbf{e}_{\mathbf{1}} \\
& =2\left(\frac{\mathbf{e}_{\mathbf{1}} \cdot \mathbf{v}}{\|\mathbf{v}\|^{2}}\right) \mathbf{v}-\mathbf{e}_{\mathbf{1}} \\
& =\frac{1}{3}\left(\begin{array}{r}
1 \\
2 \\
-2
\end{array}\right)
\end{aligned}
$$



Figure 4.8: The reflection of $\mathbf{e}_{\mathbf{1}}$ about the given line $\ell$ in $\mathbb{R}^{3}$.

In a similar way we find $T\left(\mathbf{e}_{\mathbf{2}}\right)$ and $T\left(\mathbf{e}_{\mathbf{3}}\right)$. We obtain

$$
\begin{aligned}
& T\left(\mathbf{e}_{2}\right)=2 \operatorname{proj}_{\mathbf{v}} \mathbf{e}_{2}-\mathbf{e}_{2}=\frac{1}{3}\left(\begin{array}{r}
2 \\
-2 \\
-1
\end{array}\right) \\
& T\left(\mathbf{e}_{3}\right)=2 \operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{3}}-\mathbf{e}_{\mathbf{3}}=\frac{1}{3}\left(\begin{array}{l}
-2 \\
-1 \\
-2
\end{array}\right) .
\end{aligned}
$$

The standard matrix $A$ of $T$ is therefore

$$
A=\frac{1}{3}\left(\begin{array}{rrr}
1 & 2 & -2 \\
2 & -2 & -1 \\
-2 & -1 & -2
\end{array}\right)
$$

A point with coordinates $(x, y, z)$ will therefore map as follows under this reflection transformation:
$T(x, y, z):\left(\begin{array}{l}x \\ y \\ z\end{array}\right) \mapsto A\left(\begin{array}{l}x \\ y \\ z\end{array}\right)=\frac{1}{3}\left(\begin{array}{rrr}1 & 2 & -2 \\ 2 & -2 & -1 \\ -2 & -1 & -2\end{array}\right)\left(\begin{array}{l}x \\ y \\ z\end{array}\right)=\frac{1}{3}\left(\begin{array}{r}x+2 y-2 z \\ 2 x-2 y-z \\ -2 x-y-2 z\end{array}\right)$.
b) From part a) above we have

$$
T(1,2,3):\left(\begin{array}{l}
1 \\
2 \\
3
\end{array}\right) \mapsto A\left(\begin{array}{l}
1 \\
2 \\
3
\end{array}\right)=\frac{1}{3}\left(\begin{array}{rrr}
1 & 2 & -2 \\
2 & -2 & -1 \\
-2 & -1 & -2
\end{array}\right)\left(\begin{array}{l}
1 \\
2 \\
3
\end{array}\right)=-\frac{1}{3}\left(\begin{array}{r}
1 \\
5 \\
10
\end{array}\right)
$$

## Problem 4.2.4.

Let $\ell$ be a line in $\mathbb{R}^{3}$ that passes through the origin $(0,0,0)$. Consider now the transformation $T_{1}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ that projects every vector $\mathbf{x} \in \mathbb{R}^{3}$ orthogonally onto $\ell$ as well as the transformation $T_{2}: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ that reflects every vector $\mathbf{x} \in \mathbb{R}^{3}$ about the same line $\ell$. Find the relation between the standard matrix of $T_{1}$ and the standard matrix of $T_{2}$.

## Solution 4.2.4.

Let $A_{1}$ denote the standard matrix for the orthogonal projection transformation $T_{1}$ onto $\ell$, i.e.

$$
T_{1}: \mathbf{x} \mapsto T_{1}(\mathbf{x})=A_{1} \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{3}
$$

and let $A_{2}$ denote the standard matrix for the reflection transformation $T_{2}$ about $\ell$, i.e.

$$
T_{2}: \mathbf{x} \mapsto T_{2}(\mathbf{x})=A_{2} \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{3} .
$$

As usual we consider the transformation of the standard basis vectors $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$. Referring to Figure 4.9, we have by vector addition,

$$
\mathbf{e}_{\mathbf{1}}+\overrightarrow{P_{1} Q_{1}}=T_{1}\left(\mathbf{e}_{\mathbf{1}}\right) \quad \text { and } \quad \mathbf{e}_{\mathbf{1}}+2 \overrightarrow{P_{1} Q_{1}}=T_{2}\left(\mathbf{e}_{\mathbf{1}}\right) .
$$

Thus we obtain the relation

$$
T_{2}\left(\mathbf{e}_{\mathbf{1}}\right)=2 T_{1}\left(\mathbf{e}_{\mathbf{1}}\right)-\mathbf{e}_{\mathbf{1}} .
$$

Referring to Figure 4.10, we have

$$
\mathbf{e}_{2}+\overrightarrow{P_{2} Q_{2}}=T_{1}\left(\mathbf{e}_{2}\right) \quad \text { and } \quad \mathbf{e}_{2}+2 \overrightarrow{P_{2} Q_{2}}=T_{2}\left(\mathbf{e}_{2}\right),
$$

which gives the relation

$$
T_{2}\left(\mathbf{e}_{2}\right)=2 T_{1}\left(\mathbf{e}_{2}\right)-\mathbf{e}_{\mathbf{2}} .
$$

Referring to Figure 4.11, we have

$$
\mathbf{e}_{\mathbf{3}}+\overrightarrow{P_{3} Q_{3}}=T_{1}\left(\mathbf{e}_{\mathbf{3}}\right) \quad \text { and } \quad \mathbf{e}_{\mathbf{3}}+2 \overrightarrow{P_{3} Q_{3}}=T_{2}\left(\mathbf{e}_{\mathbf{3}}\right),
$$



Figure 4.9: The reflection and orthogonal projection of $\mathbf{e}_{\mathbf{1}}$ about the line $\ell$.
which gives the relation

$$
T_{2}\left(\mathbf{e}_{\mathbf{3}}\right)=2 T_{1}\left(\mathbf{e}_{\mathbf{3}}\right)-\mathbf{e}_{\mathbf{3}} .
$$

The standard matrix $A_{1}$ for $T_{1}$ is

$$
A_{1}=\left[T_{1}\left(\mathbf{e}_{\mathbf{1}}\right) T_{1}\left(\mathbf{e}_{2}\right) T_{1}\left(\mathbf{e}_{\mathbf{3}}\right)\right]
$$

and the standard matrix $A_{2}$ for $T_{2}$ is

$$
\begin{aligned}
& A_{2}=\left[T_{2}\left(\mathbf{e}_{1}\right) T_{2}\left(\mathbf{e}_{2}\right) T_{2}\left(\mathbf{e}_{\mathbf{3}}\right)\right] \\
& =\left[2 T_{1}\left(\mathbf{e}_{\mathbf{1}}\right)-\mathbf{e}_{\mathbf{1}} 2 T_{1}\left(\mathbf{e}_{\mathbf{2}}\right)-\mathbf{e}_{\mathbf{2}} 2 T_{1}\left(\mathbf{e}_{\mathbf{3}}\right)-\mathbf{e}_{\mathbf{3}}\right] \\
& =2\left[T_{1}\left(\mathbf{e}_{\mathbf{1}}\right) T_{1}\left(\mathbf{e}_{\mathbf{2}}\right) T_{1}\left(\mathbf{e}_{\mathbf{3}}\right)\right]-\left[\begin{array}{lll}
\mathbf{e}_{\mathbf{1}} & \mathbf{e}_{\mathbf{2}} & \mathbf{e}_{\mathbf{3}}
\end{array}\right] .
\end{aligned}
$$

Thus the relation between $A_{1}$ and $A_{2}$ is

$$
A_{2}=2 A_{1}-I_{3}
$$

where $I_{3}$ is the $3 \times 3$ identity matrix.


Figure 4.10: The reflection and orthogonal projection of $\mathbf{e}_{\mathbf{2}}$ about the line $\ell$.

## Problem 4.2.5.

Let

$$
A=\left(\begin{array}{ccc}
1 / 2 & 1 / 2 & 1 / \sqrt{2} \\
1 / 2 & -5 / 6 & 1 /(3 \sqrt{2}) \\
1 / \sqrt{2} & 1 /(3 \sqrt{2}) & -2 / 3
\end{array}\right)
$$

be the standard matrix for the transformation $T$ that reflects every vector $\mathbf{x} \in \mathbb{R}^{3}$ about the line $\ell$, where $\ell$ is a line in $\mathbb{R}^{3}$ that passes through the origin $(0,0,0)$. Find a parametric equation for $\ell$.



Figure 4.11: The reflection and orthogonal projection of $\mathbf{e}_{\mathbf{3}}$ about the line $\ell$.

## Solution 4.2.5.

Since the line $\ell$ passes through $(0,0,0)$, it has the form

$$
\ell:\left\{\begin{array}{l}
x=a t \\
y=b t \\
z=c t \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

where $\mathbf{v}=(a, b, c)$ is the direction of $\ell$ and this is also a vector that is lying on $\ell$. We now have to find $a, b$ and $c$ explicitly, such that $T$ reflects every vector $\mathbf{x} \in \mathbb{R}^{3}$ about $\ell$ with the given standard matrix $A$. For the standard basis $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$, we have

$$
A=\left[T\left(\mathbf{e}_{\mathbf{1}}\right) T\left(\mathbf{e}_{\mathbf{2}}\right) T\left(\mathbf{e}_{\mathbf{3}}\right)\right]
$$

so that

$$
T\left(\mathbf{e}_{1}\right)=\left(\begin{array}{c}
1 / 2 \\
1 / 2 \\
1 / \sqrt{2}
\end{array}\right), \quad T\left(\mathbf{e}_{2}\right)=\left(\begin{array}{c}
1 / 2 \\
-5 / 6 \\
1 /(3 \sqrt{2})
\end{array}\right), \quad T\left(\mathbf{e}_{3}\right)=\left(\begin{array}{c}
1 / \sqrt{2} \\
1 /(3 \sqrt{2}) \\
-2 / 3
\end{array}\right)
$$

Referring to Figure 4.12 we have

$$
\mathbf{w}_{\mathbf{1}}=\operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{1}} \quad \text { and } \quad \mathbf{w}_{\mathbf{1}}=\operatorname{proj}_{\mathbf{v}} T\left(\mathbf{e}_{\mathbf{1}}\right)
$$



Figure 4.12: The reflection of $\mathbf{e}_{\mathbf{1}}$ about the line $\ell$.

This means that

$$
\left(\frac{T\left(\mathbf{e}_{1}\right) \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}}\right) \mathbf{v}=\left(\frac{\mathbf{e}_{\mathbf{1}} \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}}\right) \mathbf{v} \quad \text { or } \quad T\left(\mathbf{e}_{1}\right) \cdot \mathbf{v}=\mathbf{e}_{\mathbf{1}} \cdot \mathbf{v} .
$$

For the above given $T\left(\mathbf{e}_{\mathbf{1}}\right)$ and $\mathbf{v}=(a, b, c)$ we obtain

$$
\frac{1}{2} a+\frac{1}{2} b+\frac{1}{\sqrt{2}} c=a \quad \text { or } \quad a-b-\sqrt{2} c=0 .
$$

Referring to Figure 4.13 we have

$$
\mathbf{w}_{\mathbf{2}}=\operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{2}} \quad \text { and } \quad \mathbf{w}_{\mathbf{2}}=\operatorname{proj}_{\mathbf{v}} T\left(\mathbf{e}_{\mathbf{2}}\right) .
$$

This means that

$$
\left(\frac{T\left(\mathbf{e}_{2}\right) \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}}\right) \mathbf{v}=\left(\frac{\mathbf{e}_{\mathbf{2}} \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}}\right) \mathbf{v} \quad \text { or } \quad T\left(\mathbf{e}_{\mathbf{2}}\right) \cdot \mathbf{v}=\mathbf{e}_{\mathbf{2}} \cdot \mathbf{v}
$$

For the above given $T\left(\mathbf{e}_{\mathbf{2}}\right)$ and $\mathbf{v}=(a, b, c)$ we obtain

$$
\frac{1}{2} a-\frac{5}{6} b+\frac{1}{3 \sqrt{2}} c=b \quad \text { or } \quad a-\frac{11}{3} b+\frac{\sqrt{2}}{3} c=0
$$

Referring to Figure 4.14 we have

$$
\mathbf{w}_{\mathbf{3}}=\operatorname{proj}_{\mathbf{v}} \mathbf{e}_{\mathbf{3}} \quad \text { and } \quad \mathbf{w}_{\mathbf{3}}=\operatorname{proj}_{\mathbf{v}} T\left(\mathbf{e}_{\mathbf{3}}\right) .
$$



Figure 4.13: The reflection of $\mathbf{e}_{\mathbf{2}}$ about the line $\ell$.


Figure 4.14: The reflection of $\mathbf{e}_{\mathbf{3}}$ about the line $\ell$.

This means that

$$
\left(\frac{T\left(\mathbf{e}_{3}\right) \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}}\right) \mathbf{v}=\left(\frac{\mathbf{e}_{3} \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v}}\right) \mathbf{v} \quad \text { or } \quad T\left(\mathbf{e}_{\mathbf{3}}\right) \cdot \mathbf{v}=\mathbf{e}_{\mathbf{3}} \cdot \mathbf{v} .
$$

For the above given $T\left(\mathbf{e}_{\boldsymbol{3}}\right)$ and $\mathbf{v}=(a, b, c)$ we obtain

$$
\frac{1}{\sqrt{2}} a+\frac{1}{3 \sqrt{2}} b-\frac{2}{3} c=c \quad \text { or } \quad a+\frac{1}{3} b-\frac{5 \sqrt{2}}{3} c=0 .
$$

Thus we now have three conditions for the unknown constants $a, b$ anb $c$, namely

$$
\begin{aligned}
& a-b-\sqrt{2} c=0 \\
& a-\frac{11}{3} b+\frac{\sqrt{2}}{3} c=0 \\
& a+\frac{1}{3} b-\frac{5 \sqrt{2}}{3} c=0,
\end{aligned}
$$

or in matrix form

$$
\left(\begin{array}{ccc}
1 & -1 & -\sqrt{2} \\
1 & -11 / 3 & \sqrt{2} / 3 \\
1 & 1 / 3 & -5 \sqrt{2} / 3
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

Solving this system by Gauss elimination we obtain the solution

$$
a=\frac{3}{\sqrt{2}} s, \quad b=\frac{1}{\sqrt{2}} s, \quad c=s,
$$

where $s$ is a free parameter. We let $s=\sqrt{2}$, so the parametric equation of $\ell$ becomes

$$
\ell:\left\{\begin{array}{l}
x=3 t \\
y=t \\
z=\sqrt{2} t \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

## Problem 4.2.6.

Find the standard matrix for the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, where $T$ projects every vector in $\mathbb{R}^{3}$ orthogonally onto the $x y$-plane.

## Solution 4.2.6.

The standard matrix $A$ for the transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ that projects every $\mathbf{x} \in \mathbb{R}^{3}$ orthogonally onto the $x y$-plane is

$$
A=\left[T\left(\mathbf{e}_{\mathbf{1}}\right) T\left(\mathbf{e}_{\mathbf{2}}\right) T\left(\mathbf{e}_{\mathbf{3}}\right)\right]
$$

where $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$ is the standard basis for $\mathbb{R}^{3}$. From Figure 4.15 , it should be clear that

$$
T\left(\mathbf{e}_{\mathbf{1}}\right)=\left(\begin{array}{c}
1 \\
0 \\
0
\end{array}\right), \quad T\left(\mathbf{e}_{\mathbf{2}}\right)=\left(\begin{array}{c}
0 \\
1 \\
0
\end{array}\right), \quad T\left(\mathbf{e}_{\mathbf{3}}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$



Figure 4.15: The orthogonal projection of $\mathbf{x} \in \mathbb{R}^{3}$ onto the $x y$-plane.

Thus the standard matrix $A$ is

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

## Problem 4.2.7.

Find the standard matrix for $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, such that

$$
T: \mathbf{x} \mapsto k \mathbf{x}
$$

for every $\mathbf{x} \in \mathbb{R}^{n}$ and any $k \in \mathbb{R}$.
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## Solution 4.2.7.

We seek the $n \times n$ matrix $A$, such that

$$
T: \mathbf{x} \mapsto A \mathbf{x}=k \mathbf{x}
$$

for every $\mathbf{x} \in \mathbb{R}^{n}$. Let

$$
\mathbf{x}=\left(\begin{array}{r}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)
$$

Then

$$
\left(\begin{array}{ccccc}
k & 0 & 0 & \cdots & 0 \\
0 & k & 0 & \cdots & 0 \\
\vdots & & & & \vdots \\
0 & 0 & 0 & \cdots & k
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)=\left(\begin{array}{c}
k x_{1} \\
k x_{2} \\
\vdots \\
k x_{n}
\end{array}\right) \quad \text { or } \quad k I_{n} \mathbf{x}=k \mathbf{x}
$$

Hence the standard matrix of $T$ is $A=k I_{n}$, where $I_{n}$ is the $n \times n$ identity matrix.

## Problem 4.2.8.

Find the standard matrix for $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{4}$, such that

$$
T: \mathbf{x} \mapsto\left(k_{1} x_{1}, k_{2} x_{2},\left(k_{1}-k_{2}\right) x_{1},\left(k_{1}+k_{2}\right) x_{2}\right)
$$

for every $\mathbf{x}=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ and any real numbers $k_{1}$ and $k_{2}$.

## Solution 4.2.8.

We have the transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{4}$, such that every $\mathbf{x}=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ is mapped to the vector $\left(k_{1} x_{1}, k_{2} x_{2},\left(k_{1}-k_{2}\right) x_{1},\left(k_{1}+k_{2}\right) x_{2}\right) \in \mathbb{R}^{4}$ for any $k_{1}, k_{2} \in \mathbb{R}$. Thus we seek the $4 \times 2$ matrix $A$, such that

$$
T:\binom{x_{1}}{x_{2}} \mapsto A\binom{x_{1}}{x_{2}}=\left(\begin{array}{c}
k_{1} x_{1} \\
k_{2} x_{2} \\
\left(k_{1}-k_{2}\right) x_{1} \\
\left(k_{1}+k_{2}\right) x_{2}
\end{array}\right) .
$$

Since

$$
\left(\begin{array}{cc}
k_{1} & 0 \\
0 & k_{2} \\
k_{1}-k_{2} & 0 \\
0 & k_{1}+k_{2}
\end{array}\right)\binom{x_{1}}{x_{2}}=\left(\begin{array}{c}
k_{1} x_{1} \\
k_{2} x_{2} \\
\left(k_{1}-k_{2}\right) x_{1} \\
\left(k_{1}+k_{2}\right) x_{2}
\end{array}\right)
$$

it is clear that the standard matrix of $T$ is

$$
A=\left(\begin{array}{cc}
k_{1} & 0 \\
0 & k_{2} \\
k_{1}-k_{2} & 0 \\
0 & k_{1}+k_{2}
\end{array}\right)
$$

## Problem 4.2.9.

Consider three linear transformations, $T_{1}, T_{2}$ and $T_{3}$, which map all vectors in $\mathbb{R}^{3}$ to vectors in $\mathbb{R}^{3}$ as follows:
$T_{1}$ rotates every vector in $\mathbb{R}^{3}$ counter-clockwise by angle $\theta_{1}$ about the $z$-axis;
$T_{2}$ rotates every vector in $\mathbb{R}^{3}$ counter-clockwise by angle $\theta_{2}$ about the $y$-axis;
$T_{3}$ rotates every vector in $\mathbb{R}^{3}$ counter-clockwise by angle $\theta_{3}$ about the $x$-axis.
a) Find the standard matrices for $T_{1}, T_{2}$ and $T_{3}$.
b) Find the standard matrix for the composite transformation $T=T_{3} \circ T_{2} \circ T_{1}$.
c) Consider a vector $\mathbf{u}=(x, y, z)$, where $(x, y, z)$ is a point on the sphere with centre at $(0,0,0)$ and radius $a>0$. Calculate $T(\mathbf{u})$, where $T$ is the composite transformation in part b) and show that $T(\mathbf{u})$ is a vector with coordinates on the same sphere.

## Solution 4.2.9.

a) Let $T_{1}: \mathbf{x} \mapsto A_{1} \mathbf{x}$ denote the transformation that rotates every vector $\mathbf{x} \in \mathbb{R}^{3}$ counter-clockwise about the $z$-axis by the angle $\theta_{1}$. Then

$$
A_{1}=\left[T_{1}\left(\mathbf{e}_{\mathbf{1}}\right) T_{1}\left(\mathbf{e}_{2}\right) T_{1}\left(\mathbf{e}_{3}\right)\right],
$$

where

$$
T_{1}\left(\mathbf{e}_{\mathbf{1}}\right)=\left(\begin{array}{c}
\cos \theta_{1} \\
\sin \theta_{1} \\
0
\end{array}\right), \quad T_{1}\left(\mathbf{e}_{\mathbf{2}}\right)=\left(\begin{array}{c}
-\sin \theta_{1} \\
\cos \theta_{1} \\
0
\end{array}\right), \quad T_{1}\left(\mathbf{e}_{\mathbf{3}}\right)=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right) .
$$

Thus the standard matrix for $T_{1}$ is

$$
A_{1}=\left(\begin{array}{ccc}
\cos \theta_{1} & -\sin \theta_{1} & 0 \\
\sin \theta_{1} & \cos \theta_{1} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Let $T_{2}: \mathbf{x} \mapsto A_{2} \mathrm{x}$ denote the transformation that rotates every vector $\mathrm{x} \in \mathbb{R}^{3}$ counter-clockwise about the $y$-axis by the angle $\theta_{2}$. Then

$$
A_{2}=\left[T_{2}\left(\mathbf{e}_{\mathbf{1}}\right) T_{2}\left(\mathbf{e}_{\mathbf{2}}\right) T_{2}\left(\mathbf{e}_{\mathbf{3}}\right)\right],
$$

where

$$
T_{2}\left(\mathbf{e}_{\mathbf{1}}\right)=\left(\begin{array}{c}
\cos \theta_{2} \\
0 \\
\sin \theta_{2}
\end{array}\right), \quad T_{2}\left(\mathbf{e}_{\mathbf{2}}\right)=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right), \quad T_{2}\left(\mathbf{e}_{\mathbf{3}}\right)=\left(\begin{array}{c}
-\sin \theta_{2} \\
0 \\
\cos \theta_{2}
\end{array}\right) .
$$

Thus the standard matrix for $T_{2}$ is

$$
A_{2}=\left(\begin{array}{ccc}
\cos \theta_{2} & 0 & -\sin \theta_{2} \\
0 & 1 & 0 \\
\sin \theta_{2} & 0 & \cos \theta_{2}
\end{array}\right)
$$

Let $T_{3}: \mathbf{x} \mapsto A_{3} \mathbf{x}$ denote the transformation that rotates every vector $\mathbf{x} \in \mathbb{R}^{3}$ counter-clockwise about the $x$-axis by the angle $\theta_{3}$. Then

$$
A_{3}=\left[T_{3}\left(\mathbf{e}_{\mathbf{1}}\right) T_{3}\left(\mathbf{e}_{2}\right) T_{3}\left(\mathbf{e}_{3}\right)\right]
$$

where

$$
T_{3}\left(\mathbf{e}_{\mathbf{1}}\right)=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right), \quad T_{3}\left(\mathbf{e}_{2}\right)=\left(\begin{array}{c}
0 \\
\cos \theta_{3} \\
\sin \theta_{3}
\end{array}\right), \quad T_{3}\left(\mathbf{e}_{\mathbf{3}}\right)=\left(\begin{array}{c}
0 \\
-\sin \theta_{3} \\
\cos \theta_{3}
\end{array}\right)
$$

Thus the standard matrix for $T_{3}$ is

$$
A_{3}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta_{3} & -\sin \theta_{3} \\
0 & \sin \theta_{3} & \cos \theta_{3}
\end{array}\right)
$$

b) For the composite transformation

$$
T=T_{3} \circ T_{2} \circ T_{1}, \quad T: \mathbf{x} \mapsto A \mathbf{x}
$$

the standard matrix $A$ is

$$
A=A_{3} A_{2} A_{1}
$$

where $A_{1}, A_{2}$ and $A_{3}$ are given in part a) above. Thus

$$
\begin{gathered}
A=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta_{3} & -\sin \theta_{3} \\
0 & \sin \theta_{3} & \cos \theta_{3}
\end{array}\right)\left(\begin{array}{ccc}
\cos \theta_{2} & 0 & -\sin \theta_{2} \\
0 & 1 & 0 \\
\sin \theta_{2} & 0 & \cos \theta_{2}
\end{array}\right)\left(\begin{array}{ccc}
\cos \theta_{1} & -\sin \theta_{1} & 0 \\
\sin \theta_{1} & \cos \theta_{1} & 0 \\
0 & 0 & 1
\end{array}\right) \\
=\left(\begin{array}{ccc}
\cos \theta_{1} \cos \theta_{2} & -\sin \theta_{1} \cos \theta_{2} & -\sin \theta_{2} \\
\sin \theta_{1} \cos \theta_{3}-\cos \theta_{1} \sin \theta_{2} \sin \theta_{3} & \cos \theta_{1} \cos \theta_{3}+\sin \theta_{1} \sin \theta_{2} \sin \theta_{3} & -\cos \theta_{2} \sin \theta_{3} \\
\sin \theta_{1} \sin \theta_{3}+\cos \theta_{1} \sin \theta_{2} \cos \theta_{3} & \cos \theta_{1} \sin \theta_{3}-\sin \theta_{1} \sin \theta_{2} \cos \theta_{3} & \cos \theta_{2} \cos \theta_{3}
\end{array}\right) .
\end{gathered}
$$

c) Let $\mathbf{u}$ be a vector on the sphere with radius $a>0$, given by the equation

$$
x^{2}+y^{2}+z^{2}=a^{2} .
$$

Then $\mathbf{u}$ has the following coordinates:

$$
\mathbf{u}=\left(x, y, \sqrt{a^{2}-x^{2}-y^{2}}\right) .
$$

We now map $\mathbf{u}$ by $T=T_{3} \circ T_{2} \circ T_{1}$, i.e.

$$
T: \mathbf{u} \mapsto T(\mathbf{u})=A \mathbf{u},
$$

where $A$ is the standard matrix given in part b$)$. This leads to

$$
A \mathbf{u}=\mathbf{w}=\left(w_{1}, w_{2}, w_{3}\right)
$$

where

$$
\begin{aligned}
w_{1}= & x \cos \theta_{1} \cos \theta_{2}-y \sin \theta_{1} \cos \theta_{2}-\sqrt{a^{2}-x^{2}-y^{2}} \sin \theta_{2} \\
w_{2}= & x\left(\sin \theta_{1} \cos \theta_{3}-\cos \theta_{1} \sin \theta_{2} \sin \theta_{3}\right)+y\left(\cos \theta_{1} \cos \theta_{3}+\sin \theta_{1} \sin \theta_{2} \sin \theta_{3}\right) \\
& -\sqrt{a^{2}-x^{2}-y^{2}} \cos \theta_{2} \sin \theta_{3} \\
w_{3}= & x\left(\sin \theta_{1} \sin \theta_{3}+\cos \theta_{1} \sin \theta_{2} \cos \theta_{3}\right)+y\left(\cos \theta_{1} \sin \theta_{3}-\sin \theta_{1} \sin \theta_{2} \cos \theta_{3}\right) \\
& +\sqrt{a^{2}-x^{2}-y^{2}} \cos \theta_{2} \cos \theta_{3} .
\end{aligned}
$$

We calculate $w_{1}^{2}+w_{2}^{2}+w_{3}^{2}$ and obtain

$$
w_{1}^{2}+w_{2}^{2}+w_{3}^{2}=a^{2},
$$

which shows that $\mathbf{w}$ is a vector on the sphere with radius $a>0$ and centre $(0,0,0)$.

## Problem 4.2.10.

a) Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, where $T$ projects every vector $\mathrm{x} \in \mathbb{R}^{3}$ orthogonally onto the plane

$$
\Pi: a x+b y+c z=0 .
$$

Find the standard matrix for $T$.
b) Find a parametric equation of the line $\hat{\ell}$, where $\hat{\ell}$ is the orthogonal projection of the line

$$
\ell:\left\{\begin{array}{l}
x=t+2 \\
y=-t+1 \\
z=3 t-1 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

onto the plane

$$
\Pi: x+2 y-3 z=0 .
$$
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## Solution 4.2.10.

a) Let $A$ be the standard matrix of $T$. For the standard basis $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$ we then have

$$
A=\left[T\left(\mathbf{e}_{\mathbf{1}}\right) T\left(\mathbf{e}_{2}\right) T\left(\mathbf{e}_{3}\right)\right]
$$

The normal vector $\mathbf{n}$ of the plane $\Pi$ is

$$
\mathbf{n}=(a, b, c)
$$

Referring to Figure 4.16 we have


Figure 4.16: The orthogonal projection of $\mathbf{e}_{\mathbf{1}}$ onto the plane $\Pi$.

$$
T\left(\mathbf{e}_{\mathbf{1}}\right)+\overrightarrow{Q_{1} P_{1}}=\mathbf{e}_{\mathbf{1}},
$$

where

$$
\overrightarrow{Q_{1} P_{1}}=\operatorname{proj}_{\mathbf{n}} \mathbf{e}_{\mathbf{1}}=\left(\frac{\mathbf{e}_{\mathbf{1}} \cdot \mathbf{n}}{\mathbf{n} \cdot \mathbf{n}}\right) \mathbf{n}=\frac{a}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{c}
a \\
b \\
c
\end{array}\right)
$$

Therefore

$$
T\left(\mathbf{e}_{1}\right)=\left(\begin{array}{c}
1 \\
0 \\
0
\end{array}\right)-\frac{a}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{c}
a \\
b \\
c
\end{array}\right)=\frac{1}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{c}
b^{2}+c^{2} \\
-a b \\
-a c
\end{array}\right) .
$$

Referring to Figure 4.17 we have

$$
T\left(\mathbf{e}_{\mathbf{2}}\right)+\overrightarrow{Q_{2} P_{2}}=\mathbf{e}_{\mathbf{2}},
$$

where

$$
\overrightarrow{Q_{2} P_{2}}=\operatorname{proj}_{\mathbf{n}} \mathbf{e}_{\mathbf{2}}=\left(\frac{\mathbf{e}_{\mathbf{2}} \cdot \mathbf{n}}{\mathbf{n} \cdot \mathbf{n}}\right) \mathbf{n}=\frac{b}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right) .
$$



Figure 4.17: The orthogonal projection of $\mathbf{e}_{\mathbf{2}}$ onto the plane П.

Therefore

$$
T\left(\mathbf{e}_{\mathbf{2}}\right)=\left(\begin{array}{c}
0 \\
1 \\
0
\end{array}\right)-\frac{b}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{c}
a \\
b \\
c
\end{array}\right)=\frac{1}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{c}
-a b \\
a^{2}+c^{2} \\
-b c
\end{array}\right) .
$$

Referring to Figure 4.18 we have

$$
T\left(\mathbf{e}_{\mathbf{3}}\right)+\overrightarrow{Q_{3} P_{3}}=\mathbf{e}_{\mathbf{3}},
$$

where

$$
\overrightarrow{Q_{3} P_{3}}=\operatorname{proj}_{\mathbf{n}} \mathbf{e}_{\mathbf{3}}=\left(\frac{\mathbf{e}_{\mathbf{3}} \cdot \mathbf{n}}{\mathbf{n} \cdot \mathbf{n}}\right) \mathbf{n}=\frac{c}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right)
$$



Figure 4.18: The orthogonal projection of $\mathbf{e}_{\mathbf{3}}$ onto the plane $\Pi$.

Therefore

$$
T\left(\mathbf{e}_{\mathbf{3}}\right)=\left(\begin{array}{c}
0 \\
0 \\
1
\end{array}\right)-\frac{c}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{c}
a \\
b \\
c
\end{array}\right)=\frac{1}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{c}
-a c \\
-b c \\
a^{2}+b^{2}
\end{array}\right) .
$$

The standard matrix $A$ for $T$ is thus

$$
A=\left[T\left(\mathbf{e}_{\mathbf{1}}\right) T\left(\mathbf{e}_{\mathbf{2}}\right) T\left(\mathbf{e}_{\mathbf{3}}\right)\right]=\frac{1}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{ccc}
b^{2}+c^{2} & -a b & -a c \\
-a b & a^{2}+c^{2} & -b c \\
-a c & -b c & a^{2}+b^{2}
\end{array}\right) .
$$

b) To find the projection of the given line $\ell$ onto the given plane $\Pi$, we choose any two points $P$ and $Q$ on $\ell$ and project their position vectors onto $\Pi$ using the standard matrix that was dertived in part a). We refer to Figure 4.19.


Figure 4.19: The orthogonal projection of $\ell$ onto the plane $\Pi$.

We choose the following two points on $\ell: P:(2,1,-1)$ that corresponds to the parameter value $t=0$ and $Q:(3,0,2)$ that corresponds to $t=1$. Using the standard matrix $A$ of the orthogonal projection of any vector in $\mathbb{R}^{3}$ onto the plane $\Pi$ given in part a), we obtain for our plane

$$
\Pi: x+2 y-3 z=0
$$

the standard matrix

$$
A=\frac{1}{14}\left(\begin{array}{rrr}
13 & -2 & 3 \\
-2 & 10 & 6 \\
3 & 6 & 5
\end{array}\right)
$$

Now

$$
\overrightarrow{O P_{1}}=\frac{1}{14}\left(\begin{array}{rrr}
13 & -2 & 3 \\
-2 & 10 & 6 \\
3 & 6 & 5
\end{array}\right)\left(\begin{array}{r}
2 \\
1 \\
-1
\end{array}\right)=\frac{1}{2}\left(\begin{array}{l}
3 \\
0 \\
1
\end{array}\right)
$$

and

$$
\overrightarrow{O Q_{1}}=\frac{1}{14}\left(\begin{array}{rrr}
13 & -2 & 3 \\
-2 & 10 & 6 \\
3 & 6 & 5
\end{array}\right)\left(\begin{array}{l}
3 \\
0 \\
2
\end{array}\right)=\frac{1}{14}\left(\begin{array}{c}
45 \\
6 \\
19
\end{array}\right)
$$

We now have vector $\overrightarrow{P_{1} Q_{1}}$, namely

$$
\overrightarrow{P_{1} Q_{1}}=\left(\frac{45}{14}-\frac{3}{2}, \frac{3}{7}-0, \frac{19}{14}-\frac{1}{2}\right)=\left(\frac{12}{7}, \frac{3}{7}, \frac{6}{7}\right) .
$$

The vector $\overrightarrow{P_{1} Q_{1}}$ gives the direction of the line $\hat{\ell}$ and, using the point $P_{1}$, we obtain the following parametrized equation of the line $\hat{\ell}$ :

$$
\hat{\ell}:\left\{\begin{aligned}
x & =\frac{12}{7} t+\frac{3}{2} \\
y & =\frac{3}{7} t \\
z & =\frac{6}{7} t+\frac{1}{2} \quad \text { for all } t \in \mathbb{R}
\end{aligned}\right.
$$
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### 4.3 Invertible linear transformations

In this section we discuss surjective and injective linear transformations and study invertible linear transformations.

## Theoretical Remarks 4.3.

1. A linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, where

$$
T: \mathbf{x} \mapsto \mathbf{b}
$$

is said to be surjective onto a subset $W$ of $\mathbb{R}^{m}$ (or just onto $W$ ), if each vector $\mathbf{b} \in W$ is the image of at least one vector $\mathbf{x} \in \mathbb{R}^{n}$.
2. A linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, where

$$
T: \mathbf{x} \mapsto \mathbf{b}
$$

is said to be injective on a subset $W$ of $\mathbb{R}^{m}$ (or just one-to-one on $W$ ), if each vector $\mathbf{b} \in W$ is the image of exactly one vector $\mathbf{x} \in \mathbb{R}^{n}$.
3. Let $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a linear transformation with standard matrix $A$, i.e.

$$
T: \mathbf{x} \mapsto T(\mathbf{x})=A \mathbf{x} \in \mathbb{R}^{m}
$$

where $A$ is an $m \times n$ matrix. Then we have the following

## Properties:

a) $T$ is injective on its range $R_{T}$ if and only if

$$
A \mathbf{x}=\mathbf{0}
$$

has only the zero-solution $\mathbf{x}=\mathbf{0}$.
b) $T$ is injective on its range $R_{T}$ if and only if the columns of $A$ form a linearly independent set of $n$ vectors in $\mathbb{R}^{m}$. Then

$$
A \mathbf{x}=\mathbf{b}
$$

has a unique solution $\mathbf{x} \in \mathbb{R}^{n}$.
c) $T$ is surjective onto $\mathbb{R}^{m}$ if and only if the co-domain of $T$, namely $\mathbb{R}^{m}$, is the range $R_{T}$ of $T$, i.e. if and only if $R_{T}=\mathbb{R}^{m}$.
d) If $T$ is injective on a set, then $T$ is surjective onto this set.

Remark: Any linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ with standard matrix $A=$ $\left[\begin{array}{llll}\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{\mathbf{n}}\end{array}\right]$ is always surjective onto its range $R_{T} \subseteq \mathbb{R}^{m}$ and then

$$
R_{T}=\operatorname{span}\left\{\mathbf{\mathbf { a } _ { 1 }}, \mathbf{\mathbf { a } _ { 2 }}, \cdots, \mathbf{a}_{\mathbf{n}}\right\}
$$

If there exist vectors in the co-domain $\mathbb{R}^{m}$ that are not in $R_{T}$, then $R_{T} \neq R^{m}$ and then $T$ is obviously not surjective onto $\mathbb{R}^{m}$.
4. Assume that $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is an injective linear transformation on $\mathbb{R}^{n}$ with $n \times n$ standard matrix $A$. Assume now that there exists another injective linear transformation $T^{-1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, such that

$$
T^{-1} \circ T(\mathbf{x})=T \circ T^{-1}(\mathbf{x})=\mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{n}
$$

Then $T^{-1}$ is the inverse of $T$ and the standard matrix of $T^{-1}$ is the inverse matrix $A^{-1}$ of $A$. That is

$$
T^{-1}: \mathbf{x} \mapsto T^{-1}(\mathbf{x})=A^{-1} \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{n}
$$

## Problem 4.3.1.

Consider the transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with standard matrix

$$
A=\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right)
$$

a) Give the domain $\mathcal{D}_{T}$ and the range $R_{T}$ of the transformation $T$.
b) Is the transformatin $T$ surjective and/or injective onto its range $R_{T}$ ? Explain.
c) Is the transformation surjective onto $\mathbb{R}^{2}$ ? Explain.

## Solution 4.3.1.

a) We are given the linear transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with standard matrix

$$
A=\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right)
$$

That is

$$
T:\binom{x}{y} \mapsto A\binom{x}{y}=\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right)\binom{x}{y}=\binom{x}{x}
$$



Figure 4.20: A surjective transformation $T$ onto $y=x$ that is not injective.
for all $x \in \mathbb{R}$ and all $y \in \mathbb{R}$. See Figure 4.20.
The domain $\mathcal{D}_{T}$ of $T$ therefore consists of all vectors in $\mathbb{R}^{2}$, i.e.

$$
\begin{aligned}
\mathcal{D}_{T}= & \left\{\binom{x}{y} \text { for all } x, y \in \mathbb{R}\right\} \\
& =\operatorname{span}\left\{\binom{1}{0},\binom{0}{1}\right\}=\mathbb{R}^{2} .
\end{aligned}
$$

The range $R_{T}$ of $T$ consists of all those vectors in $\mathbb{R}^{2}$ which lie on the line $y=x$, i.e

$$
\begin{aligned}
R_{T}= & \left\{\binom{k}{k} \text { for all } k \in \mathbb{R}\right\} \\
& =\operatorname{span}\left\{\binom{1}{1}\right\} \subset \mathbb{R}^{2} .
\end{aligned}
$$

b) The transformation is surjective onto its range $R_{T}$ (the line $y=x$ ), as every vector in $R_{T}$ is the image of at least one vector in the domain $\mathcal{D}_{T}=\mathbb{R}^{2}$. However, $T$ is not injective, as there exist more than one vector in $\mathbb{R}^{2}$ that map to the same vector in $R_{T}$. In fact there exist infinitely many vectors in $\mathbb{R}^{2}$ that map to the same point in $R_{T}$, for every point in $R_{T}$. For example, both the vectors $(1,2)$ and $(1,3)$ are mapped to the vector $(1,1)$ by $T$. Moreover, the vectors $(1, k)$ are all mapped to $(1,1)$ for all $k \in \mathbb{R}$.
c) The transformation $T$ is not surjective onto $\mathbb{R}^{2}$, since only the vectors on the line $y=x$ are images under $T$. So not every vector in $\mathbb{R}^{2}$ is an image under $T$. For example, the vector $\mathbf{v}=(1,2)$ is not an image under $T$ for any point in $\mathbb{R}^{2}$.

## Problem 4.3.2.

Consider the transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, such that

$$
T:\left(x_{1}, x_{2}, x_{3}\right) \mapsto\left(x_{1}-x_{2}+5 x_{3}, x_{1}+2 x_{2}-4 x_{3}, 2 x_{1}+3 x_{2}-5 x_{3}\right)
$$

a) Prove that $T$ is a linear transformation.
b) Find the standard matrix of $T$.
c) What is the domain $\mathcal{D}_{T}$ and the range $R_{T}$ of $T$. Give $\mathcal{D}_{T}$ and $R_{T}$ in terms of spanning sets.
d) Is $T$ surjective onto $\mathbb{R}^{3}$ ? Explain.
e) Is $T$ injective on its range $R_{T}$ ? Explain.


## Solution 4.3.2.

a) We prove that the transformation $T$, given by

$$
T:\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right) \mapsto\left(\begin{array}{c}
x_{1}-x_{2}+5 x_{3} \\
x_{1}+2 x_{2}-4 x_{3} \\
2 x_{1}+3 x_{2}-5 x_{3}
\end{array}\right)
$$

is a linear transformation. Consider two vectors in $\mathbb{R}^{3}$, namely $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}, y_{3}\right)$. Then

$$
T(\mathbf{x})=\left(\begin{array}{c}
x_{1}-x_{2}+5 x_{3} \\
x_{1}+2 x_{2}-4 x_{3} \\
2 x_{1}+3 x_{2}-5 x_{3}
\end{array}\right), \quad T(\mathbf{y})=\left(\begin{array}{c}
y_{1}-y_{2}+5 y_{3} \\
y_{1}+2 y_{2}-4 y_{3} \\
2 y_{1}+3 y_{2}-5 y_{3}
\end{array}\right)
$$

We need to show that $T(\mathbf{x}+\mathbf{y})=T(\mathbf{x})+T(\mathbf{y})$ and that $T(c \mathbf{x})=c T(\mathbf{x})$ for all $\mathbf{x}$ and $\mathbf{y}$ in $\mathbb{R}^{3}$ and all $c \in \mathbb{R}$. We have

$$
\begin{aligned}
T(\mathbf{x}+\mathbf{y}) & =\left(\begin{array}{c}
x_{1}+y_{1}-\left(x_{2}+y_{2}\right)+5\left(x_{3}+y_{3}\right) \\
x_{1}+y_{1}+2\left(x_{2}+y_{2}\right)-4\left(x_{3}+y_{3}\right) \\
2\left(x_{1}+y_{1}\right)+3\left(x_{2}+y_{2}\right)-5\left(x_{3}+y_{3}\right)
\end{array}\right) \\
& =\left(\begin{array}{c}
x_{1}-x_{2}+5 x_{3} \\
x_{1}+2 x_{2}-4 x_{3} \\
2 x_{1}+3 x_{2}-5 x_{3}
\end{array}\right)+\left(\begin{array}{c}
y_{1}-y_{2}+5 y_{3} \\
y_{1}+2 y_{2}-4 y_{3} \\
2 y_{1}+3 y_{2}-5 y_{3}
\end{array}\right) \\
& =T(\mathbf{x})+T(\mathbf{y})
\end{aligned}
$$

Furthermore, we have
$T(c \mathbf{x})=\left(\begin{array}{c}c x_{1}-c x_{2}+5 c x_{3} \\ c x_{1}+2 c x_{2}-4 c x_{3} \\ 2 c x_{1}+3 c x_{2}-5 c x_{3}\end{array}\right)=c\left(\begin{array}{c}x_{1}-x_{2}+5 x_{3} \\ x_{1}+2 x_{2}-4 x_{3} \\ 2 x_{1}+3 x_{2}-5 x_{3}\end{array}\right)=c T(\mathbf{x}) \quad$ for all $c \in \mathbb{R}$.
Since $\mathbf{x}$ and $\mathbf{y}$ are arbitrary vectors in $\mathbb{R}^{3}$, the above two properties of $T$ hold for all vectors in $\mathbb{R}^{3}$. This proves that $T$ is a linear transformation.
b) The standard matrix of $T$ is a $3 \times 3$ matrix $A$, such that

$$
T:\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right) \mapsto A\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{c}
x_{1}-x_{2}+5 x_{3} \\
x_{1}+2 x_{2}-4 x_{3} \\
2 x_{1}+3 x_{2}-5 x_{3}
\end{array}\right)
$$

Thus the standard matrix is

$$
A=\left(\begin{array}{rrr}
1 & -1 & 5 \\
1 & 2 & -4 \\
2 & 3 & -5
\end{array}\right)
$$

c) The domain $\mathcal{D}_{T}$ of $T$ consists of all the vectors in $\mathbb{R}^{3}$, since $T$ maps every vector in $\mathbb{R}^{3}$. That is

$$
\mathcal{D}_{T}=\operatorname{span}\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}
$$

where $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$ are the standard basis vectors of $\mathbb{R}^{3}$.

To establish the range $R_{T}$ of $T$, we need to find all vectors $\mathbf{b} \in \mathbb{R}^{3}$, such that the system

$$
A \mathbf{x}=\mathbf{b}
$$

is consistent, where $A$ is the standard matrix of $T$, namely

$$
A=\left(\begin{array}{rrr}
1 & -1 & 5 \\
1 & 2 & -4 \\
2 & 3 & -5
\end{array}\right)
$$

Let

$$
\mathbf{b}=\left(\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right)
$$

Then the associated augmented matrix of the above linear system is

$$
\left[\begin{array}{ll}
A & \mathbf{b}
\end{array}\right]=\left(\begin{array}{rrrr}
1 & -1 & 5 & b_{1} \\
1 & 2 & -4 & b_{2} \\
2 & 3 & -5 & b_{3}
\end{array}\right)
$$

Applying elementary row operations to this augmented matrix, we obtain the following row equivalent matrices:

$$
\begin{gathered}
\left(\begin{array}{rrrr}
1 & -1 & 5 & b_{1} \\
1 & 2 & -4 & b_{2} \\
2 & 3 & -5 & b_{3}
\end{array}\right) \sim\left(\begin{array}{rrrc}
1 & -1 & 5 & b_{1} \\
0 & 3 & -9 & b_{2}-b_{1} \\
0 & 5 & -15 & b_{3}-2 b_{1}
\end{array}\right) \\
\quad \sim\left(\begin{array}{rrrc}
1 & -1 & 5 & b_{1} \\
0 & 1 & -3 & b_{2} / 3-b_{1} / 3 \\
0 & 0 & 0 & -5 b_{2} / 3-b_{1} / 3+b_{3}
\end{array}\right)
\end{gathered}
$$

By the third row of the last row equivalent matrix, we conclude that the given linear system is consistent if and only if $-5 b_{2} / 3-b_{1} / 3+b_{3}=0$, or multyplying this equation by 3 , we have the following condition on the coordinates of vector $\mathbf{b}$ :

$$
-5 b_{2}-b_{1}+3 b_{3}=0
$$

Thus
$\mathbf{b}=\left(\begin{array}{c}-5 b_{2}+3 b_{3} \\ b_{2} \\ b_{3}\end{array}\right)=b_{2}\left(\begin{array}{r}-5 \\ 1 \\ 0\end{array}\right)+b_{3}\left(\begin{array}{l}3 \\ 0 \\ 1\end{array}\right) \quad$ for all $b_{2} \in \mathbb{R}$ and all $b_{3} \in \mathbb{R}$.
Thus the range of $T$ is a plane in $\mathbb{R}^{3}$ that passes through the origin $(0,0,0)$ and that is spanned as follows:

$$
R_{T}=\operatorname{span}\left\{\left(\begin{array}{r}
-5 \\
1 \\
0
\end{array}\right),\left(\begin{array}{l}
3 \\
0 \\
1
\end{array}\right)\right\} .
$$

d) The given transformation $T$ is not surjective onto $\mathbb{R}^{3}$, as there are vectors in $\mathbb{R}^{3}$ that are not images under $T$. In fact, any vector in $\mathbb{R}^{3}$ that is not lying on the plane spanned as given by $R_{T}$ in part c) above, is not an image under $T$.
e) The given transformation $T$ is not injective on $R_{T}$, as for every vector $\mathbf{b} \in R_{T}$ there exist more than one (in fact infinitely many) vectors $\mathbf{x} \in \mathbb{R}^{3}$ that map to this image vector $\mathbf{b}$. We know this from the fact that the system $A \mathbf{x}=\mathbf{b}$ has infinitely many solutions $\mathbf{x}$, with $x_{3}$ being a free parameter for every $\mathbf{b} \in R_{T}$, namely every vector b of the form

$$
\mathbf{b}=\left(\begin{array}{c}
-5 b_{2}+3 b_{3} \\
b_{2} \\
b_{3}
\end{array}\right) \quad \text { for any real } b_{2} \text { and } b_{3} .
$$



## Problem 4.3.3.

Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ with the standard matrix

$$
A=\left(\begin{array}{rrr}
1 & -1 & 2 \\
2 & 0 & 2 \\
-3 & -2 & 4
\end{array}\right) .
$$

a) Find all vectors $\mathbf{x} \in \mathbb{R}^{3}$, such that $T(\mathbf{x})=\left(\begin{array}{l}1 \\ 2 \\ 7\end{array}\right)$.
b) Is the given transformation $T$ invertible? If so, find the standard matrix for $T^{-1}$.

## Solution 4.3.3.

a) Let

$$
\mathbf{x}=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)
$$

and find $\mathbf{x}$, such that

$$
T: \mathrm{x} \mapsto A \mathrm{x}=\left(\begin{array}{l}
1 \\
2 \\
7
\end{array}\right)
$$

for the given standard matrix $A$. We therefore need to solve the linear system

$$
\left(\begin{array}{rrr}
1 & -1 & 2 \\
2 & 0 & 2 \\
-3 & -2 & 4
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{l}
1 \\
2 \\
7
\end{array}\right) .
$$

The corresponding augmented matrix, and some of its row equivalent matrices, are

$$
\begin{aligned}
& \left(\begin{array}{rrrr}
1 & -1 & 2 & 1 \\
2 & 0 & 2 & 2 \\
-3 & -2 & 4 & 7
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & -1 & 2 & 1 \\
0 & 2 & -2 & 0 \\
0 & -5 & 10 & 10
\end{array}\right) \sim\left(\begin{array}{rrrr}
1 & -1 & 2 & 1 \\
0 & 1 & -1 & 0 \\
0 & 0 & 1 & 2
\end{array}\right) \\
& \quad \sim\left(\begin{array}{rrrr}
1 & 0 & 0 & -1 \\
0 & 1 & 0 & 2 \\
0 & 0 & 1 & 2
\end{array}\right) .
\end{aligned}
$$

The last row equivalent matrix given above is the reduced echelon form of $A$. Thus we have the unique solution of the linear system, namely

$$
\mathbf{x}=\left(\begin{array}{r}
-1 \\
2 \\
2
\end{array}\right) \quad \text { for } \quad T(\mathbf{x})=\left(\begin{array}{l}
1 \\
2 \\
7
\end{array}\right)
$$

b) Since

$$
\operatorname{det} A=10
$$

we know that the matrix $A$ is invertible and therefore we know that $T$ is an injective linear transformation with range $R_{T}=\mathbb{R}^{3}$. This means that $T$ is an invertible transformation on $\mathbb{R}^{3}$ and that the standard matrix for its inverse $T^{-1}$ is $A^{-1}$. We therefore need to calculate $A^{-1}$. For that, we consider [ $A I_{3}$ ], where $I_{3}$ is the $3 \times 3$ identity matrix. We obtain

$$
\left[\begin{array}{ll}
A & I_{3}
\end{array}\right] \sim\left(\begin{array}{rrrrcr}
1 & 0 & 0 & 2 / 5 & 0 & -1 / 5 \\
0 & 1 & 0 & -7 / 5 & 1 & 1 / 5 \\
0 & 0 & 1 & -2 / 5 & 1 / 2 & 1 / 5
\end{array}\right)
$$

Thus the inverse matrix of $A$ is

$$
A^{-1}=\left(\begin{array}{rcr}
2 / 5 & 0 & -1 / 5 \\
-7 / 5 & 1 & 1 / 5 \\
-2 / 5 & 1 / 2 & 1 / 5
\end{array}\right)
$$

so that

$$
T^{-1}: \mathbf{x} \mapsto A^{-1} \mathbf{x} \quad \text { for all } \mathbf{x} \in \mathbb{R}^{3}
$$

## Problem 4.3.4.

Consider a linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ for which the following is valid:

$$
T:\left(\begin{array}{r}
1 \\
0 \\
-1
\end{array}\right) \mapsto\left(\begin{array}{r}
5 \\
10 \\
4
\end{array}\right), \quad T:\left(\begin{array}{r}
1 \\
2 \\
0
\end{array}\right) \mapsto\left(\begin{array}{r}
0 \\
-5 \\
5
\end{array}\right), \quad T:\left(\begin{array}{r}
1 \\
3 \\
-2
\end{array}\right) \mapsto\left(\begin{array}{r}
10 \\
15 \\
4
\end{array}\right)
$$

a) Find the standard matrix of $T$.
b) Is $T$ an invertible transformation? Explain.

## Solution 4.3.4.

a) To find the standard matrix $A$ of $T$, we first introduce some notations for the vectors that are involved. Let

$$
\begin{gathered}
\mathbf{u}_{1}=\left(\begin{array}{r}
1 \\
0 \\
-1
\end{array}\right), \quad \mathbf{u}_{\mathbf{2}}=\left(\begin{array}{l}
1 \\
2 \\
0
\end{array}\right), \quad \mathbf{u}_{\mathbf{3}}=\left(\begin{array}{r}
1 \\
3 \\
-2
\end{array}\right) \\
\mathbf{v}_{\mathbf{1}}=\left(\begin{array}{c}
5 \\
10 \\
4
\end{array}\right), \quad \mathbf{v}_{\mathbf{2}}=\left(\begin{array}{r}
0 \\
-5 \\
5
\end{array}\right), \quad \mathbf{v}_{\mathbf{3}}=\left(\begin{array}{c}
10 \\
15 \\
4
\end{array}\right) .
\end{gathered}
$$

Then, as given in this exercise, we have

$$
T: \mathbf{u}_{1} \mapsto A \mathbf{u}_{1}=\mathbf{v}_{\mathbf{1}}, \quad T: \mathbf{u}_{2} \mapsto A \mathbf{u}_{2}=\mathbf{v}_{\mathbf{2}}, \quad T: \mathbf{u}_{3} \mapsto A \mathbf{u}_{3}=\mathbf{v}_{\mathbf{3}}
$$

Now

$$
A\left[\begin{array}{lll}
\mathbf{u}_{1} & \mathbf{u}_{\mathbf{2}} & \mathbf{u}_{3}
\end{array}\right]=\left[\begin{array}{lll}
\mathbf{v}_{\mathbf{1}} & \mathbf{v}_{\mathbf{2}} & \mathbf{v}_{\mathbf{3}}
\end{array}\right]
$$

and by denoting $U=\left[\begin{array}{lll}\mathbf{u}_{\mathbf{1}} & \mathbf{u}_{\mathbf{2}} & \mathbf{u}_{\mathbf{3}}\end{array}\right]$ and $V=\left[\begin{array}{lll}\mathbf{v}_{\mathbf{1}} & \mathbf{v}_{\mathbf{2}} & \mathbf{v}_{\mathbf{3}}\end{array}\right]$, we have the matrix equation

$$
A U=V
$$

where

$$
U=\left(\begin{array}{rrr}
1 & 1 & 1 \\
0 & 2 & 3 \\
-1 & 0 & -2
\end{array}\right), \quad V=\left(\begin{array}{crc}
5 & 0 & 10 \\
10 & -5 & 15 \\
4 & 5 & 4
\end{array}\right)
$$

Calculating the determinant of $U$, we obtain

$$
\operatorname{det} U=-5
$$

which means that the columns of matrix $U$ form a linearly independent set and that $U$ is an invertible matrix. Thus we can solve the matrix equation for $A$ by multiplying the equation with $U^{-1}$ from the right. We obtain

$$
A=V U^{-1}
$$

Calculating $U^{-1}$, we obtain

$$
U^{-1}=\frac{1}{5}\left(\begin{array}{rrr}
4 & -2 & -1 \\
3 & 1 & 3 \\
-2 & 1 & -2
\end{array}\right)
$$

so that the standard matrix $A$ follows:

$$
A=\frac{1}{5}\left(\begin{array}{rrr}
5 & 0 & 10 \\
10 & -5 & 15 \\
4 & 5 & 4
\end{array}\right)\left(\begin{array}{rrr}
4 & -2 & -1 \\
3 & 1 & 3 \\
-2 & 1 & -2
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & -5 \\
-1 & -2 & -11 \\
23 / 5 & 1 / 5 & 3 / 5
\end{array}\right)
$$

b) To find out whether $T$ is an invertible transformation, we can inverstigate the invertibility of its standard matrix $A$ that was calculated in part a) above. We recall that $A$ is an invertible matrix if and only if $\operatorname{det} A \neq 0$. We therefore calculate $\operatorname{det} A$ and obtain

$$
\operatorname{det} A=-45
$$

Hence $A$ is invertible, which makes $T$ an invertible transformation and the standard matrix of $T^{-1}$ is $A^{-1}$.

## "I studied English for 16 years but... ...I finally learned to speak it in just six lessons" Jane, Chinese architect

### 4.4 Exercises

1. Consider the transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$, such that every vector $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right) \in$ $\mathbb{R}^{3}$ is mapped to $\mathbb{R}^{2}$ in the following manner:

$$
T:\left(x_{1}, x_{2}, x_{3}\right) \mapsto\left(x_{1}-5 x_{2}+4 x_{3}, x_{2}-6 x_{3}\right)
$$

a) Show that $T$ is a linear transformation.
[Answer: We need to show that $T(\mathbf{x}+\mathbf{y})=T(\mathbf{x})+T(\mathbf{y})$ and that $T(c \mathbf{x})=$ $c T(\mathbf{x})$ for all $\mathbf{x} \in \mathbb{R}^{3}$, all $\mathbf{y} \in \mathbb{R}^{3}$ and all $c \in \mathbb{R}$.]
b) Find the standard matrix of $T$.
[Answer: The standard matrix is $A=\left(\begin{array}{rrr}1 & -5 & 4 \\ 0 & 1 & -6\end{array}\right)$.]
c) Find the range of $T$ and establish whether $T$ is surjective onto $\mathbb{R}^{2}$.
[Answer: The range of $T$ is $\mathbb{R}^{2}$, so that $T$ is surjective onto $\mathbb{R}^{2}$.]
d) Is $T$ an injective transformation on its range? Explain.
[Answer: $T$ is not injective, as $A \mathbf{x}=\mathbf{b}$ has infinitely many solution $\mathbf{x} \in \mathbb{R}^{3}$ for any $\mathbf{b} \in \mathbb{R}^{2}$.]
2. Consider a linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$, such that $T$ maps every $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right) \in$ $\mathbb{R}^{3}$ to $\left(k_{1} x_{1}+x_{3}, k_{2} x_{2}-x_{3}\right) \in \mathbb{R}^{2}$ for any $k_{1} \in \mathbb{R}$ and any $k_{2} \in \mathbb{R}$. Find the standard matrix $A$ of $T$.
[Answer: $\left.\quad A=\left(\begin{array}{ccc}k_{1} & 0 & 1 \\ 0 & k_{2} & -1\end{array}\right).\right]$
3. Consider a linear transformation $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{2}$ for any $n \geq 2$, such that

$$
T: \mathbf{x} \mapsto\left(\sum_{i=1}^{n} k_{i} x_{i}, x_{n}\right)
$$

for every $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ and any constants $k_{j} \in \mathbb{R}, j=1,2, \ldots, n$.
a) Find the standard matrix $A$ of $T$.
[Answer: $\left.\quad A=\left(\begin{array}{cccc}k_{1} & k_{2} & \cdots & k_{n} \\ 0 & 0 & \cdots & 1\end{array}\right).\right]$
b) Let $k_{j}=1$ for $j=1,2, \ldots, n$. Find now the image of the point

$$
(1,2, \ldots, n) \in \mathbb{R}^{n}
$$

under $T$. What is this image if $n=100$ ?
[Answer: $\left(\frac{n(n+1)}{2}, n\right)$. For $n=100$, we have the image (5050, 100).]
4. Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$, such that

$$
T\left(\mathbf{e}_{\mathbf{1}}\right)=\binom{1}{5}, \quad T\left(\mathbf{e}_{2}\right)=\binom{-1}{-2}, \quad T\left(\mathbf{e}_{\mathbf{3}}\right)=\binom{0}{1},
$$

where $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$ are the standard basis vectors of $\mathbb{R}^{3}$. Find the standard matrix $A$ of $T$ and determine $T(\mathbf{x})$, where $\mathbf{x}=\left(\begin{array}{l}3 \\ 1 \\ 4\end{array}\right)$.
[Answer: $\left.\quad A=\left(\begin{array}{rrr}1 & -1 & 0 \\ 5 & -2 & 1\end{array}\right), \quad T(\mathbf{x})=\binom{2}{17}.\right]$
5. Consider the linear transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, where $T$ projects every vector in $\mathbb{R}^{2}$ orthogonally onto the line $y=-3 x$.
a) Find the standard matrix $A$ of $T$.
[Answer: $\left.\quad A=\frac{1}{10}\left(\begin{array}{rr}1 & -3 \\ -3 & 9\end{array}\right).\right]$
b) Find $T(\mathbf{x})$, where $\mathbf{x}=\binom{1}{5}$.
[Answer: $\left.\quad T(\mathbf{x})=\frac{1}{5}\binom{-7}{21}.\right]$
c) Is $T$ invertible? Explain.
[Answer: $T$ is not an invertible transformation, as $\operatorname{det} A=0$. This is also clear geometrically, as there are obviously inifinitely many vectors that project orthogonally onto the same point on the line $y=-3 x$, for every point on $y=-3 x$.]
6. Consider the linear transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, where $T$ reflects every vector in $\mathbb{R}^{2}$ about the line $y=3 x$.
a) Find the standard matrix $A$ of $T$.
[Answer: $\left.\quad A=\frac{1}{5}\left(\begin{array}{rr}-4 & 3 \\ 3 & 4\end{array}\right).\right]$
b) Show that $T$ is an injective transformation on $\mathbb{R}^{2}$ and find the standard matrix for the inverse transformation $T^{-1}$.
[Answer: Since $T$ describes a reflection about a line, it is geometrically clear that $T$ is injective and invertible on $\mathbb{R}^{2}$. This can also be established by calculating the determinant of $A$. We obtain $\operatorname{det} A=-1$. Hence $A$ is an invertible matrix and the standard matrix of $T^{-1}$ is $A^{-1}$, which is the same as the standard matrix of $T$, i.e. $A^{-1}=\frac{1}{5}\left(\begin{array}{rr}-4 & 3 \\ 3 & 4\end{array}\right)$.]
7. Consider two linear transformations, $T_{1}$ and $T_{2}$, where both map vectors in $\mathbb{R}^{2}$. In particular, $T_{1}$ rotates every vector in $\mathbb{R}^{2}$ counter-clockwise with angle $\pi / 3$ about the origin $(0,0)$ and $T_{2}$ maps every vector $\mathbf{x}=\left(x_{1}, x_{2}\right)$ as follows:

$$
T_{2}:\binom{x_{1}}{x_{2}} \mapsto\binom{x_{1}+x_{2}}{x_{2}} \quad \text { for all } x_{1} \in \mathbb{R} \text { and all } x_{2} \in \mathbb{R} .
$$

a) Find the standard matrix $A_{1}$ for $T_{1}$ and the standard matrix $A_{2}$ for $T_{2}$. Are $T_{1}$ and $T_{2}$ invertible? Explain.
[Answer: $\quad A_{1}=\frac{1}{2}\left(\begin{array}{rr}1 & -\sqrt{3} \\ \sqrt{3} & 1\end{array}\right), \quad A_{2}=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) . T_{1}$ and $T_{2}$ are invertible. ]
b) Find the standard matrix $A$ for the composite transformation $T=T_{2} \circ T_{1}$. Is $T$ invertible and, if so, find the standard matrix $B$ for $T^{-1}$.
[Answer: $\left.A=A_{2} A_{1}=\frac{1}{2}\left(\begin{array}{cc}1+\sqrt{3} & 1-\sqrt{3} \\ \sqrt{3} & 1\end{array}\right), B=A^{-1}=\frac{1}{2}\left(\begin{array}{rc}1 & \sqrt{3}-1 \\ -\sqrt{3} & 1+\sqrt{3}\end{array}\right).\right]$
8. Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, such that

$$
T\left(\mathbf{e}_{1}\right)=\left(\begin{array}{c}
1 \\
0 \\
1
\end{array}\right), \quad T\left(\mathbf{e}_{2}\right)=\left(\begin{array}{c}
0 \\
1 \\
0
\end{array}\right), \quad T\left(\mathbf{e}_{3}\right)=\left(\begin{array}{r}
-1 \\
0 \\
1
\end{array}\right)
$$

where $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$ are the standard basis vectors of $\mathbb{R}^{3}$. Establish whether $T$ is an invertible transformation and, if so, find the standard matrix for the inverse transformation.
[Answer: The standard matrix $A$ of $T$ is $A=\left(\begin{array}{rrr}1 & 0 & -1 \\ 0 & 1 & 0 \\ 1 & 0 & 1\end{array}\right)$. Since $\operatorname{det} A=2$,
$T$ is invertible and the standard matrix of $T^{-1}$ is $\left.A^{-1}=\frac{1}{2}\left(\begin{array}{rrr}1 & 0 & 1 \\ 0 & 2 & 0 \\ -1 & 0 & 1\end{array}\right) \cdot\right]$

9. Consider the following two planes in $\mathbb{R}^{3}$ :

$$
\begin{aligned}
& \Pi_{1}: x-y+3 z=0 \\
& \Pi_{2}: 2 x+y+3 z=0 .
\end{aligned}
$$

a) Find the line $\ell$ of intersection of the given planes $\Pi_{1}$ and $\Pi_{2}$ and express $\ell$ in parametric form.

## [Answer:

$$
\ell:\left\{\begin{array}{l}
x=-2 t \\
y=t \\
z=t \quad \text { for all } t \in \mathbb{R} .]
\end{array}\right.
$$

b) Let $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ denote the linear transformation that projects every vector $\mathrm{x} \in \mathbb{R}^{3}$ orthogonally onto the line $\ell$ obtained in part a) of this problem. Find the standard matrix $A$ of $T$.
[Answer: $\left.A=\frac{1}{6}\left(\begin{array}{rrr}4 & -2 & -2 \\ -2 & 1 & 1 \\ -2 & 1 & 1\end{array}\right).\right]$
10. Consider three linear tansformations, $T_{1}, T_{2}$ and $T_{3}$, all of which map vectors in $\mathbb{R}^{3}$. In particular, $T_{1}$ projects every vector in $\mathbb{R}^{3}$ orthogonally onto the line $\ell$, given by the following parametric equation:

$$
\ell:\left\{\begin{array}{l}
x=2 t \\
y=-t \\
z=3 t
\end{array} \quad \text { for all } t \in \mathbb{R},\right.
$$

$T_{2}$ reflects every vector in $\mathbb{R}^{3}$ about the $z$-axis, and $T_{3}$ reflects every vector in $\mathbb{R}^{3}$ about the $x$-axis.
a) Find the standard matrix of the composite transformation $T_{3} \circ T_{2} \circ T_{1}$.
[Answer: The standard matrix is $\left.\frac{1}{14}\left(\begin{array}{ccc}-4 & 2 & -6 \\ -2 & 1 & -3 \\ -6 & 3 & -9\end{array}\right).\right]$
b) Find the standard matrix of the composite transformation $T_{1} \circ T_{2} \circ T_{3}$.
[Answer: The standard matrix is $\frac{1}{14}\left(\begin{array}{rrr}-4 & -2 & -6 \\ 2 & 1 & 3 \\ -6 & -3 & -9\end{array}\right)$.]
c) Find the range of the composite transformation $T=T_{3} \circ T_{2} \circ T_{1}$.
[Answer: The range is given by the set span $\{\mathbf{u}\}$, where $\mathbf{u}=(2,1,3)$. That is, all the vectors lying on the line $\ell^{*}$ given by the following parametric equation:

$$
\ell^{*}:\left\{\begin{array}{l}
x=2 s \\
y=s \\
z=3 s \quad \text { for all } s \in \mathbb{R} .]
\end{array}\right.
$$

11. Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ for which the following is valid:

$$
T\left(\mathbf{e}_{\mathbf{1}}\right)=\left(\begin{array}{c}
1 \\
0 \\
1
\end{array}\right), \quad T\left(\mathbf{e}_{\mathbf{2}}\right)=\left(\begin{array}{r}
-2 \\
k \\
0
\end{array}\right), \quad T\left(\mathbf{e}_{\boldsymbol{3}}\right)=\left(\begin{array}{c}
1 \\
1 \\
k
\end{array}\right),
$$

where $k$ is an unspecified real parameter and $\left\{\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{\mathbf{2}}, \mathbf{e}_{\mathbf{3}}\right\}$ are the standard basis vectors for $\mathbb{R}^{3}$.
a) Give the standard matrix of $T$ and find $T(\mathbf{x})$, where

$$
\mathrm{x}=\left(\begin{array}{l}
1 \\
2 \\
3
\end{array}\right)
$$

[Answer: The standard matrix is $A=\left(\begin{array}{rrr}1 & -2 & 1 \\ 0 & k & 1 \\ 1 & 0 & k\end{array}\right)$. Then $T(\mathbf{x})=\left(\begin{array}{c}0 \\ 2 k+3 \\ 3 k+1\end{array}\right)$. ]
b) Find all values of $k$, such that $T$ is an injective transformation on $\mathbb{R}^{3}$.
[Answer: $\quad T$ is injective (one-to-one) on $\mathbb{R}^{3}$ for all $k \in \mathbb{R} \backslash\{-1,2\}$.]
12. Consider a linear transformation $T$ which projects every vector in $\mathbb{R}^{3}$ orthogonally onto the line of intersection of the following three planes:

$$
\begin{aligned}
& \Pi_{1}: \quad x+3 y-5 z=0 \\
& \Pi_{2}: \quad x+4 y-8 z=0 \\
& \Pi_{3}: \quad-2 x-7 y+13 z=0 .
\end{aligned}
$$

a) Find the standard matrix $A$ of $T$.
[Answer: $\left.A=\frac{1}{13}\left(\begin{array}{rrr}8 & -6 & -2 \\ -6 & 9 / 2 & 3 / 2 \\ -2 & 3 / 2 & 1 / 2\end{array}\right).\right]$
b) Is this transformation $T$ invertible? Explain.
[Answer: $T$ is not invertible, since $\operatorname{det} A=0$.]
13. Consider a linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ for which the following is valid:

$$
T:\left(\begin{array}{c}
0 \\
1 \\
4
\end{array}\right) \mapsto\left(\begin{array}{l}
2 \\
1 \\
2
\end{array}\right), \quad T:\left(\begin{array}{r}
1 \\
0 \\
-3
\end{array}\right) \mapsto\left(\begin{array}{r}
1 \\
0 \\
-1
\end{array}\right), \quad T:\left(\begin{array}{l}
2 \\
3 \\
8
\end{array}\right) \mapsto\left(\begin{array}{l}
2 \\
3 \\
4
\end{array}\right)
$$

a) Find the standard matrix $A$ of $T$.
[Answer: $\left.A=\left(\begin{array}{rrr}-8 & 14 & -3 \\ 0 & 1 & 0 \\ -1 & 2 & 0\end{array}\right).\right]$
b) Is $T$ an invertible transformation? Explain.
[Answer: The transformation $T$ is invertible, as its standard matrix $A$ is an invertible matrix. ]
14. Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, with standard matrix

$$
A=\left(\begin{array}{ccc}
1 & 1 & \alpha \\
1 & \alpha & 1 \\
\alpha & 1 & 1
\end{array}\right)
$$

where $\alpha$ is an unspecified real parameter.
a) Find all values of $\alpha$, such that $T$ is injective on $\mathbb{R}^{3}$, as well as all the values of $\alpha$, such that $T$ is invertible.
[Answer: $T$ is injective and invertible on $\mathbb{R}^{3}$ for all $\left.\alpha \in \mathbb{R} \backslash\{1,-2\}.\right]$
b) Find the range $R_{T}$ of $T$ for $\alpha=-2$ and express the range in terms of a spanning set.
[Answer: $\left.\quad R_{T}=\operatorname{span}\left\{\left(\begin{array}{r}1 \\ 0 \\ -1\end{array}\right),\left(\begin{array}{r}0 \\ 1 \\ -1\end{array}\right)\right\}.\right]$
c) Let $\alpha=-2$ and find all $\mathbf{x} \in \mathbb{R}^{3}$, such that

$$
T(\mathbf{x})=\left(\begin{array}{r}
1 \\
4 \\
-5
\end{array}\right) .
$$

[Answer: $\quad \mathbf{x}=t\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right)+\left(\begin{array}{l}3 \\ 0 \\ 1\end{array}\right) \quad$ for all $t \in \mathbb{R}$.]
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15. Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, where $T$ reflects every vector $\mathbf{x} \in \mathbb{R}^{3}$ about the plane $\Pi: a x+b y+c z=0$.
a) Find the standard matrix $A$ for $T$.
[Answer: $\left.A=\frac{1}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{ccc}-a^{2}+b^{2}+c^{2} & -2 a b & -2 a c \\ -2 a b & a^{2}-b^{2}+c^{2} & -2 b c \\ -2 a c & -2 b c & a^{2}+b^{2}-c^{2}\end{array}\right).\right]$
b) Find a parametric equation of the line $\ell^{*}$, such that $\ell^{*}$ is the reflection of the line

$$
\ell:\left\{\begin{array}{l}
x=2 t+1 \\
y=-3 t \\
z=2 \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

about the plane $x+y-z=0$.

## [Answer:

$$
\ell^{*}:\left\{\begin{aligned}
x & =8 t+\frac{5}{3} \\
y & =-7 t+\frac{2}{3} \\
z & =-2 t+\frac{4}{3}
\end{aligned} \text { for all } t \in \mathbb{R} .\right]
$$

c) Find the equation of the sphere which is a reflection of the sphere

$$
(x-1)^{2}+(y+2)^{2}+(z-1)^{2}=4
$$

about the plane $x+y-z=0$.

$$
\text { [Answer: }\left(x-\frac{7}{3}\right)^{2}+\left(y-\frac{2}{3}\right)^{2}+\left(z-\frac{1}{3}\right)^{2}=4 \text {.] }
$$

16. Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, where $T$ reflects every vector $\mathbf{x} \in \mathbb{R}^{3}$ about the line

$$
\ell:\left\{\begin{array}{l}
x=a t \\
y=b t \\
z=c t \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

Find the standard matrix for $T$.
[Answer: $\left.A=\frac{1}{a^{2}+b^{2}+c^{2}}\left(\begin{array}{ccc}a^{2}-b^{2}-c^{2} & 2 a b & 2 a c \\ 2 a b & -a^{2}+b^{2}-c^{2} & 2 b c \\ 2 a c & 2 b c & -a^{2}-b^{2}+c^{2}\end{array}\right).\right]$
17. Assume that $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is a linear transformation that reflects every vector $\mathbf{x} \in \mathbb{R}^{3}$ about a line $\ell$, such that $T$ has the following standard matrix:

$$
A=\frac{1}{7}\left(\begin{array}{rrr}
-3 & -2 & 6 \\
-2 & -6 & -3 \\
6 & -3 & 2
\end{array}\right)
$$

Find a parametric equation for this line $\ell$.

## [Answer:

$$
\ell:\left\{\begin{aligned}
x & =t \\
y & =-\frac{1}{2} t \\
z & =\frac{3}{2} t \quad \text { for all } t \in \mathbb{R}
\end{aligned}\right.
$$

18. Consider three linear transformations, $T_{1}, T_{2}$ and $T_{3}$, that map all vectors in $\mathbb{R}^{3}$ to vectors in $\mathbb{R}^{3}$ as follows:
$T_{1}$ rotates every vector counter-clockwise by angle $\theta_{1}=\pi$ about the $z$-axis;
$T_{2}$ rotates every vector counter-clockwise by angle $\theta_{2}$ about the $y$-axis;
$T_{3}$ rotates every vector counter-clockwise by angle $\theta_{3}$ about the $x$-axis.
a) Find the standard matrix $A$ for the composite transformation $T=T_{1} \circ T_{2} \circ T_{3}$.

## [Answer:

$$
\left.A=\left(\begin{array}{ccc}
-\cos \theta_{2} & \sin \theta_{2} \sin \theta_{3} & \cos \theta_{3} \sin \theta_{2} \\
0 & -\cos \theta_{3} & \sin \theta_{3} \\
\sin \theta_{2} & \cos \theta_{2} \sin \theta_{3} & \cos \theta_{2} \cos \theta_{3}
\end{array}\right) \cdot\right]
$$

b) Find $\theta_{2}$ and $\theta_{3}$ with $0 \leq \theta_{2} \leq \pi$ and $0 \leq \theta_{3} \leq \pi$, such that

$$
T:(1,2,0) \mapsto(0,-1,2)
$$

where $T$ is the transformation in a) above. To which point does $(0,-1,2)$ map under $T$ for those values of $\theta_{2}$ and $\theta_{3}$. That is find $T(0,-1,2)$.
[Answer: $\theta_{2}=\frac{\pi}{6}, \theta_{3}=\frac{\pi}{3}$ and $\left.T(0,-1,2)=\left(\frac{1}{2}-\frac{\sqrt{3}}{4}, \frac{1}{2}+\sqrt{3}, \frac{3}{4}+\frac{\sqrt{3}}{2}\right).\right]$
c) Show that $T$ as obtained in part b), is an injective transformation on $\mathbb{R}^{3}$ by calculating the determinant of its standard matrix $A$ and find the standard matrix for the inverse transformation of $T$, i.e the standard matrix for $T^{-1}$. Show also that $T^{-1}$ maps the point $(0,-1,2)$ back to the point $(1,2,0)$.
[Answer: Since $\operatorname{det} A \neq 0$, the matrix $A$ is invertible, which means that $T$ is invertible and the standard matrix of $T^{-1}$ is $A^{-1}$, namely

$$
\left.A^{-1}=\frac{1}{4}\left(\begin{array}{ccc}
-2 \sqrt{3} & 0 & 2 \\
\sqrt{3} & -2 & 3 \\
1 & 2 \sqrt{3} & \sqrt{3}
\end{array}\right) .\right]
$$

d) Consider the line $\ell$, given by the parametric equation

$$
\ell:\left\{\begin{array}{l}
x=-2 t+1 \\
y=3 t-2 \\
z=t+4 \quad \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

Make use of the linear transformation $T$ obtained in part b) and find a parametric equation of the line $\ell^{*}$, such that $\ell^{*}$ is the image of the line $\ell$ under $T$. That is find $\ell^{*}$, such that

$$
T: \ell \rightarrow \ell^{*}
$$

## [Answer:

$$
\ell^{*}:\left\{\begin{aligned}
x & =\left(\frac{7 \sqrt{3}}{4}+\frac{1}{4}\right) t-\sqrt{3}+1 \\
y & =\left(\frac{\sqrt{3}}{2}-\frac{3}{2}\right) t+2 \sqrt{3}+1 \\
z & \left.=\left(\frac{\sqrt{3}}{4}+\frac{5}{4}\right) t+\sqrt{3}-1 \quad \text { for all } t \in \mathbb{R} .\right]
\end{aligned}\right.
$$

e) Consider the plane

$$
\Pi: 2 x-3 y+z=4 .
$$

Make use of the linear transformation $T$ obtained in part b) and find the equation of the plane $\Pi^{*}$, such that $\Pi^{*}$ is the image of the plane $\Pi$ under $T$. That is find $\Pi^{*}$, such that

$$
T: \Pi \rightarrow \Pi^{*} .
$$

Use Maple to sketch both $\Pi$ and $\Pi^{*}$ (see Appendix A for information about Maple).
[Answer: $\left.\quad \Pi^{*}:(7 \sqrt{3}-1) x-2(\sqrt{3}+3) y-(\sqrt{3}-5) z=-16.\right]$
19. Consider four linear transformations, $T_{1}, T_{2}, T_{3}$ and $T_{4}$, that map all vectors in $\mathbb{R}^{3}$ to vectors in $\mathbb{R}^{3}$ as follows: $T_{1}$ rotates every vector counter-clockwise by angle $\pi$ about the $z$-axis;
$T_{2}$ rotates every vector counter-clockwise by angle $\pi / 3$ about the $y$-axis;
$T_{3}$ rotates every vector counter-clockwise by angle $-\pi / 2$ about the $x$-axis;
$T_{4}$ rotates every vector counter-clockwise by angle $\pi / 2$ about the $z$-axis.

## American online LIGS University

 is currently enrolling in the Interactive Online BBA, MBA, MSc, DBA and PhD programs:enroll by September 30th, 2014 and
save up to $16 \%$ on the tuition!
pay in 10 installments / 2 years
Interactive Online education
visit www.ligsuniversity.com to find out more!

Note: LIGS University is not accredited by ans nationally recognized accrediting agency listed by the US Secretary of Education. More info here.
a) Find the standard matrix $A$ of the transformation $T=T_{4} \circ T_{2} \circ T_{1} \circ T_{3}$.

## [Answer:

$$
\left.A=\left(\begin{array}{ccc}
0 & 0 & 1 \\
-\frac{1}{2} & \frac{\sqrt{3}}{2} & 0 \\
-\frac{\sqrt{3}}{2} & -\frac{1}{2} & 0
\end{array}\right) .\right]
$$

b) Find the standard matrix of the inverse transformation of $T$, where $T$ is the transformation in a) above.
[Answer: The standard matrix of $T^{-1}$ is given by $A^{-1}$, where $A$ is the standard matrix of $T$ obtained in a) above. That is

$$
\left.A^{-1}=\left(\begin{array}{ccc}
0 & -\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
0 & \frac{\sqrt{3}}{2} & -\frac{1}{2} \\
1 & 0 & 0
\end{array}\right) .\right]
$$

c) Find a parametric equation for the line $\ell$, such that

$$
T: \ell \rightarrow \ell^{*},
$$

where $T$ is the the transformation obtained in a) above and $\ell^{*}$ is

$$
\ell^{*}:\left\{\begin{array}{l}
x=6 t-1 \\
y=-2 t+2 \\
z=2 t \text { for all } t \in \mathbb{R}
\end{array}\right.
$$

## [Answer:

$$
\ell:\left\{\begin{array}{l}
x=(-\sqrt{3}+1) s-1 \\
y=-(\sqrt{3}+1) s+\sqrt{3} \\
z=6 s-1 \text { for all } s \in \mathbb{R} .]
\end{array}\right.
$$

20. Consider the linear transformation $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ with standard matrix $A$. Consider further two linearly independent vectors,

$$
\mathbf{u}=\left(u_{1}, u_{2}\right), \quad \mathbf{v}=\left(v_{1}, v_{2}\right)
$$

which describe a paralleleogram in $\mathbb{R}^{2}$ with area $S$. The transforamtion $T$ then maps area $S$ to area $T(S)$. Show that

```
area }T(S)=|\operatorname{det}A|(\operatorname{area}S)
```

21. Consider the linear transformation $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ with standard matrix $A$. Consider further three linearly independent vectors,

$$
\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right), \quad \mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right), \quad \mathbf{w}=\left(w_{1}, w_{2}, w_{3}\right)
$$

which describe a parallelepiped in $\mathbb{R}^{3}$ with volume $V$. The transforamtion $T$ then maps volume $V$ to volume $T(V)$. Show that
volume $T(V)=|\operatorname{det} A|($ volume $V)$.


## Appendix A

## Matrix calculations with Maple

Maple is a commercial computer algebra system developed and sold commercially by Maplesoft, a software company based in Waterloo, Canada. It was first developed in 1980 by the Symbolic Computation Group at the University of Waterloo. The Maple system is written in the programming languages $C$ and Java. In this appendix we describe a few main Maple commands for performing some of the basic vector and matrix calculations.

For any vector or matrix calculation, we first need to load the package LinearAlgebra. This is done by writing
with(LinearAlgebra)
in the beginning of a Worksheet Mode file on the command line, i.e. after the symbol

It is a good idea to always start your new Worksheet file with a restart, in order to clear all possible assigned values and parameters when the file is compiled. That is, we write on the first line

$$
>\text { restart }
$$

Below, we show how to assign an $\mathbb{R}^{3}$ vector $\mathbf{u}$ and a $2 \times 3$ matrix $A$.

$$
\begin{aligned}
& >\text { with(LinearAlgebra) }: \\
& >u:=<a, b, c> \\
& u:=\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right] \\
& >A:=<a, b|c, d| e, f> \\
& A:=\left[\begin{array}{lll}
a & c & e \\
b & d & f
\end{array}\right]
\end{aligned}
$$

Alternatively, we may also define the same vector $\mathbf{u}$ and matrix $A$ in the following manner:

$$
\begin{aligned}
& >\text { with }(\text { LinearAlgebra }): \\
& >u:=\operatorname{Vector}([a, b, c]) \\
& \qquad u:=\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right] \\
& >A:=\operatorname{Matrix}(2,3,[a, b, c, d, e, f]) \\
& \qquad A:=\left[\begin{array}{lll}
a & b & c \\
d & e & f
\end{array}\right]
\end{aligned}
$$

Note that the sentence that follows the sign $\sharp$ is a comment. Note further that selected help and examples are available for a particular Maple routine or function by pointing the curser on a word in the Maple Worksheet, e.g. Matrix, followed by hitting F2 on the keyboard.

We now show how to perform some basic vector and matrix calculations
$>u:=<4,-1,-1>\quad \sharp$ Vector $\mathbf{u}$ with coordinates $(4,-1,-1)$ is defined.

$$
u:=\left[\begin{array}{r}
4 \\
-1 \\
-1
\end{array}\right]
$$

$>v:=<1,0,1>\quad \sharp$ Vector $\mathbf{v}$ with coordinates $(1,0,1)$ is defined.

$$
v:=\left[\begin{array}{l}
1 \\
0 \\
1
\end{array}\right]
$$

$>u+(-v) \quad \sharp$ The sum $\mathbf{u}+(-\mathbf{v})$.

$$
\left[\begin{array}{r}
3 \\
-1 \\
-2
\end{array}\right]
$$

$>\operatorname{DotProduct}(u, v) \quad \sharp$ The dot product between $\mathbf{u}$ and $\mathbf{v}$.
$>\operatorname{norm}(u, 2) \quad \sharp$ The norm of the vector $\mathbf{u}$.
$3 \sqrt{2}$
$>$ theta $:=\arccos \left(\frac{u . v}{\operatorname{norm}(u, 2) \cdot \operatorname{norm}(v, 2)}\right) \quad \sharp$ The angle $\theta$ between $\mathbf{u}$ and $\mathbf{v}$.

$$
\theta:=\frac{1}{3} \pi
$$

$>$ CrossProduct $(u, v) \quad \sharp$ The cross-product between $\mathbf{u}$ and $\mathbf{v}$.

$$
\left[\begin{array}{r}
-1 \\
-5 \\
1
\end{array}\right]
$$

$>A:=<1,-3,5|2,-4,2|-1,2,3>$

$$
A:=\left[\begin{array}{rrr}
1 & 2 & -1 \\
-3 & -4 & 2 \\
5 & 2 & 3
\end{array}\right]
$$

$>b:=<1,2,-3>$

$$
b:=\left[\begin{array}{r}
1 \\
2 \\
-3
\end{array}\right]
$$

$>x:=\operatorname{LinearSolve}(A, b) \quad \sharp$ The solution $\mathbf{x}$ of the system $A \mathbf{x}=\mathbf{b}$.

$$
x:=\left[\begin{array}{r}
-4 \\
4 \\
3
\end{array}\right]
$$

$>A . x-b \quad \sharp$ Check the solution $\mathbf{x}$ of $A \mathbf{x}=\mathbf{b}$.

$$
\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

$>A M:=\operatorname{Matrix}([A, b]) \quad \sharp$ The augmented matrix $[A \mathbf{b}]$.

$$
A M:=\left[\begin{array}{rrrr}
1 & 2 & -1 & 1 \\
-3 & -4 & 2 & 2 \\
5 & 2 & 3 & -3
\end{array}\right]
$$

$>$ GaussianElimination $(A M) \quad \sharp P e r f o r m$ Gauss elimination on $[A \mathbf{b}]$.

$$
\left[\begin{array}{rrrr}
1 & 2 & -1 & 1 \\
0 & 2 & -1 & 5 \\
0 & 0 & 4 & 12
\end{array}\right]
$$

$>$ ReducedRowEchelonForm $(A M) \quad \sharp$ Reduced row echolon form of $[A \mathbf{b}]$.

$$
\left[\begin{array}{rrrr}
1 & 0 & 0 & -4 \\
0 & 1 & 0 & 4 \\
0 & 0 & 1 & 3
\end{array}\right]
$$

$>$ Determinant $(A) \quad \sharp$ The determinant of $A$.
8
$>$ Ainv $:=$ MatrixInverse $(A) \quad \sharp$ The inverse matrix of $A$.

$$
\text { Ainv }:=\left[\begin{array}{rrr}
-2 & -1 & 0 \\
\frac{19}{8} & 1 & \frac{1}{8} \\
\frac{7}{4} & 1 & \frac{1}{4}
\end{array}\right]
$$

$>$ Ainv. $A \quad \sharp$ Calculate $A^{-1} A$.

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

$>x:=$ Ainv. $b \quad \sharp$ The solution $\mathbf{x}=A^{-1} \mathbf{b}$ of the system $A \mathbf{x}=\mathbf{b}$.

$$
x:=\left[\begin{array}{r}
-4 \\
4 \\
3
\end{array}\right]
$$

$>B:=<1,-3,5|2,-4,2|-1,1,3>\quad \sharp$ We consider another example.

$$
B:=\left[\begin{array}{rrr}
1 & 2 & -1 \\
-3 & -4 & 1 \\
5 & 2 & 3
\end{array}\right]
$$

$$
\begin{aligned}
& >c:=<0,-2,8> \\
& b:=\left[\begin{array}{r}
0 \\
-2 \\
8
\end{array}\right] \\
& >\text { Determinant }(B) \quad \sharp \text { The determinant of } B \text {. } \\
& 0 \\
& >\text { Binv }:=\text { MatrixInverse }(B) \quad \sharp B \text { is singular. } \\
& \text { Error, (in MatrixInverse) singular matrix } \\
& >x:=\operatorname{LinearSolve}(B, c) \quad \sharp \text { The solution } \mathbf{x} \text { of } B \mathbf{x}=\mathbf{c} \text { that contains an } \\
& \text { arbitrary parameter denoted by Maple as } \_t 0_{3} . \\
& x:=\left[\begin{array}{c}
2-{ }_{-} t 0_{3} \\
-1+{ }_{-} 0_{3} \\
-t 0_{3}
\end{array}\right]
\end{aligned}
$$

To plot figures in $\mathbb{R}^{3}$ we use the Maple function plot3d. Consider for example the plane

$$
\frac{5}{7} x-\frac{19}{21} y-z=-\frac{4}{7}
$$

We plot this plane on the $x$-interval $[0,8]$ and the $y$-interval $[0,20]$. In order to plot this plane such that we can see the $x$-axis, the $y$-axis and the $z$-axis, we use the following Maple commands:

$$
>\operatorname{plot} 3 d\left(\left[\frac{5}{7} x-\frac{19}{21} y+\frac{4}{7}\right], x=0 . .8, y=0 . .20, \text { axes }=\text { boxed }\right)
$$

See Figure A. 1 for the output plot of this plane.
We now consider the following three planes:

$$
\begin{aligned}
& \frac{5}{7} x-\frac{19}{21} y-z=-\frac{4}{7} \\
& -\frac{19}{26} x-\frac{4}{13} y-z=-\frac{3}{26} \\
& x+y-z=0 .
\end{aligned}
$$



Figure A.1: The plot of a plane.

We calculate the intersection of the three given planes.

$$
\begin{aligned}
& >\text { restart } \\
& >\text { with }(\text { LinearAlgebra }) \\
& >A:=<\frac{5}{7},-\frac{19}{26}, 1\left|-\frac{19}{21},-\frac{4}{13}, 1\right|-1,-1,-1> \\
& A:=\left[\begin{array}{rrr}
\frac{5}{7} & -\frac{19}{21} & -1 \\
-\frac{19}{26} & -\frac{4}{13} & -1 \\
1 & 1 & -1
\end{array}\right] \\
& >b:=<-\frac{4}{7},-\frac{3}{26}, 0> \\
& b:=\left[\begin{array}{r}
-\frac{4}{7} \\
-\frac{3}{26} \\
0
\end{array}\right]
\end{aligned}
$$

$$
>x:=\operatorname{LinearSolve}(A, b) \quad \sharp \text { The solution } \mathbf{x} \text { of } A \mathbf{x}=\mathbf{b}
$$

$$
x:=\left[\begin{array}{r}
-\frac{24}{133} \\
\frac{87}{266} \\
\frac{39}{266}
\end{array}\right]
$$

We conclude the the three planes intersect in the point $\left(-\frac{24}{133}, \frac{87}{266}, \frac{39}{266}\right)$.
We now plot the intersection of the above given three planes on the $x$-interval $[-8,8]$ and the $y$-interval $[-20,20]$. Note the command plotlist=true, which is necessary when plotting more than two planes on the same graph. The colon (:) at the end of an input line hides the Maple output.
$>P 1:=\frac{5}{7} x-\frac{19}{21} y+\frac{4}{7}: \quad P 2:=-\frac{19}{26} x-\frac{4}{13} y+\frac{3}{26}: \quad P 3:=x+y:$
$>\operatorname{plot} 3 d([P 1, P 2, P 3], x=-8 . .8, y=-20 . .20$, plotlist $=$ true, color $=[$ blue, red, green $])$


Figure A.2: The intersection of three planes in a common point.

## Index

adjugate of a matrix, 82
augmented matrix, 87
basis of $\mathbb{R}^{n}, 146$
co-domain of $T, 163$
cofactor, 76
cofactor expansion, 76
components of a vector, 9
composite transformation, 171
consistency of a linear system and the spanning set, 141
consistent linear system, 87
coordinates of a point, 9
coordinates of a vector, 9
Cramer's rule, 92
cross-product of two vectors, 18
determinant of a square matrix, 19
determinant of an $n \times n$ matrix, definition, 76
determinant of the inverse of a matrix, 77
dilation of a vector, 10
dimension of $\mathbb{R}^{n}, 146$
direction vector, 11
distance between two planes in $\mathbb{R}^{3}, 41$
distance between two points, 11
distance from a point to a plane in $\mathbb{R}^{3}, 41$
domain of $T, 163$
dot product, 10
elementary row operations, 76,87
equation of a plane, 24
Euclidean inner product, 10
Gauss elimination method, 87
identity matrix, 73
image of a transformation $T, 163$
incompatible linear system, general, 87
inconsistent linear system, general, 87
infinitely many solutions of a linear system, 87
initial point of a vector, 9
injective linear transformation, 201
inverse of a square matrix, 81
invertible matrix, definition, 81
length of a vector, 11
linear combinations of vectors in $\mathbb{R}^{n}, 133$
linear equations, general case, 86
linear transformation, 164
linearly dependent set of vectors, 146
linearly independent set of vectors, 146
lower triangular matrix, 77
Matrix addition and multiplication with constants, 70
Matrix-matrix multiplication, 72
Matrix-vector multiplication, 72
matrix-vector product, 134
norm of a vector, 11
normal vector of a plane, 24
one-to-one linear transformation, 201
onto transformation, 201
orthogonal projection, 12
orthogonal projection of a line onto a plane in $\mathbb{R}^{3}, 46$
orthogonal, one vector orthogonal to another vector, 11
parallelepiped, 19
parametric equation of a line, 31
pivot columns, 87
plane, general equation, 99
planes and their intersections, 100
planes in $\mathbb{R}^{3}$, distance between, 41
position vectors, 9
range of $T, 164$
reduced echelon form, 87
reflection of a line about a plane in $\mathbb{R}^{3}, 46$
row equivalent matrices, 76,87
scalar product, 10
scalar triple product, 19
scaling factors of a linear combination, 133
scaling of a vector, 10
singular matrix, 81
solutions of linear systems, geometrical interpretation in $\mathbb{R}^{3}, 100$
span, 141
spanning set of $W, 141$
standard basis for $\mathbb{R}^{3}, 11$
standard basis for $\mathbb{R}^{n}, 170$
standard basis vectors for $\mathbb{R}^{3}, 11$
standard basis vectors for $\mathbb{R}^{n}, 170$
standard matrix of $T, 170$
surjective transformation onto a set, 201
terminal point of a vector, 9
transformation $T$ between Euclidean spaces, 163
transpose of a matrix, 77
unique solution of a general linear system, 87
unit vector, 11
upper triangular matrix, 77
vector product, 18
vectors in $\mathbb{R}^{n}, 69$
zero-vector, 70

