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## Preface

This third and final part of Convexity and Optimization discusses some optimization methods which when carefully implemented are efficient numerical optimization algorithms.

We begin with a very brief general description of descent methods and then proceed to a detailed study of Newton's method. For a particular class of functions, the so-called self-concordant functions, discovered by Yurii Nesterov and Arkadi Nemirovski, it is possible to describe the convergence rate of Newton's method with absolute constants, and we devote one chapter to this important class.

Interior-point methods are algorithms for solving constrained optimization problems. Contrary to the simplex algorithms, they reach the optimal solution by traversing the interior of the feasible region. Any convex optimization problem can be transformed into minimizing a linear function over a convex set by converting to the epigraph form and with a self-concordant function as barrier, and Nesterov and Nemirovski showed that the number of iterations of the path-following algorithm is bounded by a polynomial in the dimension of the problem and the accuracy of the solution. Their proof is described in this book's final chapter.

Uppsala, April 2015
Lars-Åke Lindahl

## List of symbols

| bdry $X$ | boundary of $X$, see Part I |
| :--- | :--- |
| cl $X$ | closure of $X$, see Part I |
| $\operatorname{dim} X$ | dimension of $X$, see Part I |
| $\operatorname{dom} f$ | the effective domain of $f:\{x \mid-\infty<f(x)<\infty\}$, see Part I |
| epi $f$ | epigraph of $f$, see Part I |
| ext $X$ | set of extreme points of $X$, see Part I |
| int $X$ | interior of $X$, see Part I |
| $\operatorname{lin} X$ | recessive subspace of $X$, see Part I |
| recc $X$ | recession cone of $X$, see Part I |
| $\mathbf{e}_{i}$ | ith standard basis vector $(0, \ldots, 1, \ldots, 0)$ |
| $f^{\prime}$ | derivate or gradient of $f$, see Part I |
| $f^{\prime \prime}$ | second derivative or hessian of $f$, see Part I |
| $v_{\max }, v_{\text {min }}$ | optimal values, see Part II |
| $B(a ; r)$ | open ball centered at $a$ with radius $r$ |
| $\bar{B}(a ; r)$ | closed ball centered at $a$ with radius $r$ |
| $D f(a)[v]$ | differential of $f$ at $a$, see Part I |
| $D^{2} f(a)[u, v]$ | $\sum_{i, j=1}^{n} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(a) u_{i} v_{j}$, see Part I |
| $D^{3} f(a)[u, v, w]$ | $\sum_{i, j, k=1}^{n} \frac{\partial^{3} f}{\partial x_{i} \partial j_{j} \partial x_{k}}(a) u_{i} v_{j} w_{k}$, see Part I |
| $\mathcal{E}(x ; r)$ | ellipsoid $\left\{y \mid\\|y-x\\|_{x} \leq r\right\}$, p. 88 |
| $L$ | input length, p. 115 |

## Chapter 14

## Descent methods

The most common numerical algorithms for minimization of differentiable functions of several variables are so-called descent algorithms. A descent algorithm is an iterative algorithm that from a given starting point generates a sequence of points with decreasing function values, and the process is stopped when one has obtained a function value that approximates the minimum value good enough according to some criterion. However, there is no algorithm that works for arbitrary functions; special assumptions about the function to be minimized are needed to ensure convergence towards the minimum point. Convexity is such an assumption, which makes it also possible in many cases to determine the speed of convergence.

This chapter describes descent methods in general terms, and we exemplify with the simplest descent method, the gradient descent method.

### 14.1 General principles

We shall study the optimization problem

$$
\begin{equation*}
\min f(x) \tag{P}
\end{equation*}
$$

where $f$ is a function which is defined and differentiable on an open subset $\Omega$ of $\mathbf{R}^{n}$. We assume that the problem has a solution, i.e. that there is an optimal point $\hat{x} \in \Omega$, and we denote the optimal value $f(\hat{x})$ as $f_{\min }$. A convenient assumption which, according to Corollary 8.1.7 in Part I, guarantees the existence of a (unique) optimal solution is that $f$ is strongly convex and has some closed nonempty sublevel set.

Our aim is to generate a sequence $x_{1}, x_{2}, x_{3}, \ldots$ of points in $\Omega$ from a given starting point $x_{0} \in \Omega$, with decreasing function values and with the property that $f\left(x_{k}\right) \rightarrow f_{\min }$ as $k \rightarrow \infty$. In the iteration leading from the
point $x_{k}$ to the next point $x_{k+1}$, except when $x_{k}$ is already optimal, one first selects a vector $v_{k}$ such that the one-variable function $\phi_{k}(t)=f\left(x_{k}+t v_{k}\right)$ is strictly decreasing at $t=0$. Then, a line search is performed along the halfline $x_{k}+t v_{k}, t>0$, and a point $x_{k+1}=x_{k}+h_{k} v_{k}$ satisfying $f\left(x_{k+1}\right)<f\left(x_{k}\right)$ is selected according to specific rules.

The vector $v_{k}$ is called the search direction, and the positive number $h_{k}$ is called the step size. The algorithm is terminated when the difference $f\left(x_{k}\right)-f_{\text {min }}$ is less than a given tolerance.

Schematically, we can describe a typical descent algorithm as follows:

## Descent algorithm

Given a starting point $x \in \Omega$.

## Repeat

1. Determine (if $f^{\prime}(x) \neq 0$ ) a search direction $v$ and a step size $h>0$ such that $f(x+h v)<f(x)$.
2. Update: $x:=x+h v$.
until stopping criterion is satisfied.

Different strategies for selecting the search direction, different ways to perform the line search, as well as different stop criteria, give rise to different algorithms, of course.

## Search direction

Permitted search directions in iteration $k$ are vectors $v_{k}$ which satisfy the inequality

$$
\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle<0,
$$

because this ensures that the function $\phi_{k}(t)=f\left(x_{k}+t v_{k}\right)$ is decreasing at the point $t=0$, since $\phi_{k}^{\prime}(0)=\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle$. We will study two ways to select the search direction.

The gradient descent method selects $v_{k}=-f^{\prime}\left(x_{k}\right)$, which is a permissible choice since $\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle=-\left\|f^{\prime}\left(x_{k}\right)\right\|^{2}<0$. Locally, this choice gives the fastest decrease in function value.

Newton's method assumes that the second derivative exists, and the search direction at points $x_{k}$ where the second derivative is positive definite is

$$
v_{k}=-f^{\prime \prime}\left(x_{k}\right)^{-1} f^{\prime}\left(x_{k}\right) .
$$

This choice is permissible since $\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle=-\left\langle f^{\prime}\left(x_{k}\right), f^{\prime \prime}\left(x_{k}\right)^{-1} f^{\prime}\left(x_{k}\right)\right\rangle<0$.

## Line search

Given the search direction $v_{k}$ there are several possible strategies for selecting the step size $h_{k}$.

1. Exact line search. The step size $h_{k}$ is determined by minimizing the onevariable function $t \mapsto f\left(x_{k}+t v_{k}\right)$. This method is used for theoretical studies of algorithms but almost never in practice due to the computational cost of performing the one-dimensional minimization.
2. The step size sequence $\left(h_{k}\right)_{k=1}^{\infty}$ is given a priori, for example as $h_{k}=h$ or as $h_{k}=h / \sqrt{k+1}$ for some positive constant $h$. This is a simple rule that is often used in convex optimization.
3. The step size $h_{k}$ at the point $x_{k}$ is defined as $h_{k}=\rho\left(x_{k}\right)$ for some given function $\rho$. This technique is used in the analysis of Newton's method for self-concordant functions.
4. Armijo's rule. The step size $h_{k}$ at the point $x_{k}$ depends on two parameters $\alpha, \beta \in] 0,1[$ and is defined as

$$
h_{k}=\beta^{m},
$$

where $m$ is the smallest nonnegative integer such that the point $x_{k}+\beta^{m} v_{k}$

lies in the domain of $f$ and satisfies the inequality

$$
\begin{equation*}
f\left(x_{k}+\beta^{m} v_{k}\right) \leq f\left(x_{k}\right)+\alpha \beta^{m}\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle . \tag{14.1}
\end{equation*}
$$

Such an $m$ certainly exists, since $\beta^{n} \rightarrow 0$ as $n \rightarrow \infty$ and

$$
\lim _{t \rightarrow 0} \frac{f\left(x_{k}+t v_{k}\right)-f\left(x_{k}\right)}{t}=\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle<\alpha\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle .
$$

The number $m$ is determined by simple backtracking: Start with $m=0$ and examine whether $x_{k}+\beta^{m} v_{k}$ belongs to the domain of $f$ and inequality (14.1) holds. If not, increase $m$ by 1 and repeat until the conditions are fulfilled. Figure 14.1 illustrates the process.


Figure 14.1. Armijo's rule: The step size is $h_{k}=\beta^{m}$, where $m$ is the smallest nonnegative integer such that $f\left(x_{k}+\beta^{m} v_{k}\right) \leq f\left(x_{k}\right)+\alpha \beta^{m}\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle$.

The decrease in iteration $k$ of function value per step size, i.e. the ratio $\left(f\left(x_{k}\right)-f\left(x_{k+1}\right)\right) / h_{k}$, is for convex functions less than or equal to $-\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle$ for any choice of step size $h_{k}$. With step size $h_{k}$ selected according to Armijo's rule the same ratio is also $\geq-\alpha\left\langle f^{\prime}\left(x_{k}\right), v_{k}\right\rangle$. With Armijo's rule, the decrease per step size is, in other words, at least $\alpha$ of what the maximum might be. Typical values of $\alpha$ in practical applications lie in the range between 0.01 and 0.3.

The parameter $\beta$ determines how many backtracking steps are needed. The larger $\beta$, the more backtracking steps, i.e. the finer the line search. The parameter $\beta$ is often chosen between 0.1 and 0.8 .

Armijo's rule exists in different versions and is used in several practical algorithms.

## Stopping criteria

Since the optimum value is generally not known beforehand, it is not possible to formulate the stopping criterion directly in terms of the minimum.

Intuitively, it seems reasonable that $x$ should be close to the minimum point if the derivative $f^{\prime}(x)$ is comparatively small, and the next theorem shows that this is indeed the case, under appropriate conditions on the objective function.

Theorem 14.1.1. Suppose that the function $f: \Omega \rightarrow \mathbf{R}$ is differentiable, $\mu$ strongly convex and has a minimum at $\hat{x} \in \Omega$. Then, for all $x \in \Omega$

$$
\begin{align*}
f(x)-f(\hat{x}) & \leq \frac{1}{2 \mu}\left\|f^{\prime}(x)\right\|^{2} \quad \text { and }  \tag{i}\\
\|x-\hat{x}\| & \leq \frac{1}{\mu}\left\|f^{\prime}(x)\right\| . \tag{ii}
\end{align*}
$$

Proof. Due to the convexity assumption,

$$
\begin{equation*}
f(y) \geq f(x)+\left\langle f^{\prime}(x), y-x\right\rangle+\frac{1}{2} \mu\|y-x\|^{2} \tag{14.2}
\end{equation*}
$$

for all $x, y \in \Omega$. The right-hand side of inequality (14.2) is a convex quadratic function in the variable $y$, which is minimized by $y=x-\mu^{-1} f^{\prime}(x)$, and the minimum is equal to $f(x)-\frac{1}{2} \mu^{-1}\left\|f^{\prime}(x)\right\|^{2}$. Hence,

$$
f(y) \geq f(x)-\frac{1}{2} \mu^{-1}\left\|f^{\prime}(x)\right\|^{2}
$$

for all $y \in \Omega$, and we obtain the inequality (i) by choosing $y$ as the minimum point $\hat{x}$.

Now, replace $y$ with $x$ and $x$ with $\hat{x}$ in inequality (14.2). Since $f^{\prime}(\hat{x})=0$, the resulting inequality becomes

$$
f(x) \geq f(\hat{x})+\frac{1}{2} \mu\|x-\hat{x}\|^{2},
$$

which combined with inequality (i) gives us inequality (ii).
We now return to the descent algorithm and our discussion of the the stopping criterion. Let

$$
S=\left\{x \in \Omega \mid f(x) \leq f\left(x_{0}\right)\right\},
$$

where $x_{0}$ is the selected starting point, and assume that the sublevel set $S$ is convex and that the objective function $f$ is $\mu$-strongly convex on $S$. All the points $x_{1}, x_{2}, x_{3}, \ldots$ that are generated by the descent algorithm will of course lie in $S$ since the function values are decreasing. Therefore, it follows from Theorem 14.1.1 that $f\left(x_{k}\right)<f_{\text {min }}+\epsilon$ if $\left\|f^{\prime}\left(x_{k}\right)\right\|<(2 \mu \epsilon)^{1 / 2}$.

As a stopping criterion, we can thus use the condition

$$
\left\|f^{\prime}\left(x_{k}\right)\right\| \leq \eta,
$$

which guarantees that $f\left(x_{k}\right)-f_{\min } \leq \eta^{2} / 2 \mu$ and that $\left\|x_{k}-\hat{x}\right\| \leq \eta / \mu$. A problem here is that the convexity constant $\mu$ is known only in rare cases. So the stopping condition $\left\|f^{\prime}\left(x_{k}\right)\right\| \leq \eta$ can in general not be used to give precise bounds on $f\left(x_{k}\right)-f_{\min }$. But Theorem 14.1.1 verifies our intuitive feeling that the difference between $f(x)$ and $f_{\text {min }}$ is small if the gradient of $f$ at $x$ is small enough.

## Convergence rate

Let us say that a convergent sequence $x_{0}, x_{1}, x_{2}, \ldots$ of points with limit $\hat{x}$ converges at least linearly if there is a constant $c<1$ such that

$$
\begin{equation*}
\left\|x_{k+1}-\hat{x}\right\| \leq c\left\|x_{k}-\hat{x}\right\| \tag{14.3}
\end{equation*}
$$

for all $k$, and that the convergence is at least quadratic if there is a constant $C$ such that

$$
\begin{equation*}
\left\|x_{k+1}-\hat{x}\right\| \leq C\left\|x_{k}-\hat{x}\right\|^{2} \tag{14.4}
\end{equation*}
$$

for all $k$.
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We also say that the convergence is no better than linear and no better than quadratic if

$$
\varliminf_{k \rightarrow \infty} \frac{\left\|x_{k+1}-\hat{x}\right\|}{\left\|x_{k}-\hat{x}\right\|^{\alpha}}>0
$$

for $\alpha=1$ and $\alpha=2$, respectively.
Note that inequality (14.3) implies that the sequence $\left(x_{k}\right)_{0}^{\infty}$ converges to $\hat{x}$, because it follows by induction that

$$
\left\|x_{k}-\hat{x}\right\| \leq c^{k}\left\|x_{0}-\hat{x}\right\|
$$

for all $k$.
Similarly, inequality (14.4) implies that the sequence $\left(x_{k}\right)_{0}^{\infty}$ convergences to $\hat{x}$ if the starting point $x_{0}$ satisfies the condition $\left\|x_{0}-\hat{x}\right\|<C^{-1}$, because we now have

$$
\left\|x_{k}-\hat{x}\right\| \leq C^{-1}\left(C\left\|x_{0}-\hat{x}\right\|\right)^{2^{k}}
$$

for all $k$.
If an iterative method, when applied to functions in a given class of functions, always generates sequences that are at least linearly (quadratic) convergent and there is a sequence which does not converge better than linearly (quadratic), then we say that the method is linearly (quadratic) convergent for the function class in question.

### 14.2 The gradient descent method

In this section we analyze the gradient descent algorithm with constant step size. The iterative formulation of the variant of the algorithm that we have in mind looks like this:

## Gradient descent algorithm with constant step size

Given a starting point $x$ and a step size $h$.
Repeat

1. Compute the search direction $v=-f^{\prime}(x)$.
2. Update: $x:=x+h v$.
until stopping criterion is satisfied.
The algorithm converges linearly to the minimum point for strongly convex functions with Lipschitz continuous derivatives provided that the step size is small enough and the starting point is chosen sufficiently close to the minimum point. This is the main content of the following theorem (and Example 14.2.1).

Theorem 14.2.1. Let $f$ be a function with a local minimum point $\hat{x}$, and suppose that there is an open neighborhood $U$ of $\hat{x}$ such that the restriction $\left.f\right|_{U}$ of $f$ to $U$ is $\mu$-strongly convex and differentiable with a Lipschitz continuous derivative and Lipschitz constant L. The gradient descent algorithm with constant step size $h$ then converges at least linearly to $\hat{x}$ provided that the step size is sufficiently small and the starting point $x_{0}$ lies sufficiently close to $\hat{x}$.

More precisely: If the ball centered at $\hat{x}$ and with radius equal to $\left\|x_{0}-\hat{x}\right\|$ lies in $U$ and if $h \leq \mu / L^{2}$, and $\left(x_{k}\right)_{0}^{\infty}$ is the sequence of points generated by the algorithm, then $x_{k}$ lies in $U$ and

$$
\left\|x_{k+1}-\hat{x}\right\| \leq c\left\|x_{k}-\hat{x}\right\|,
$$

for all $k$, where $c=\sqrt{1-h \mu}$.
Proof. Suppose inductively that the points $x_{0}, x_{1}, \ldots, x_{k}$ lie in $U$ and that $\left\|x_{k}-\hat{x}\right\| \leq\left\|x_{0}-\hat{x}\right\|$. Since the restriction $\left.f\right|_{U}$ is assumed to be $\mu$-strongly convex and since $f^{\prime}(\hat{x})=0$,

$$
\left\langle f^{\prime}\left(x_{k}\right), x_{k}-\hat{x}\right\rangle=\left\langle f^{\prime}\left(x_{k}\right)-f^{\prime}(\hat{x}), x_{k}-\hat{x}\right\rangle \geq \mu\left\|x_{k}-\hat{x}\right\|^{2}
$$

according to Theorem 7.3.1 in Part I, and since the derivative is assumed to be Lipschitz continuous, we also have the inequality

$$
\left\|f^{\prime}\left(x_{k}\right)\right\|=\left\|f^{\prime}\left(x_{k}\right)-f^{\prime}(\hat{x})\right\| \leq L\left\|x_{k}-\hat{x}\right\| .
$$

By combining these two inequalities, we obtain the inequality

$$
\begin{aligned}
\left\langle f^{\prime}\left(x_{k}\right), x_{k}-\hat{x}\right\rangle & \geq \mu\left\|x_{k}-\hat{x}\right\|^{2}=\frac{\mu}{2}\left\|x_{k}-\hat{x}\right\|^{2}+\frac{\mu}{2}\left\|x_{k}-\hat{x}\right\|^{2} \\
& \geq \frac{\mu}{2}\left\|x_{k}-\hat{x}\right\|^{2}+\frac{\mu}{2 L^{2}}\left\|f^{\prime}\left(x_{k}\right)\right\|^{2} .
\end{aligned}
$$

Our next point $x_{k+1}=x_{k}-h f^{\prime}\left(x_{k}\right)$ therefore satisfies the inequality

$$
\begin{aligned}
\left\|x_{k+1}-\hat{x}\right\|^{2} & =\left\|x_{k}-h f^{\prime}\left(x_{k}\right)-\hat{x}\right\|^{2}=\left\|\left(x_{k}-\hat{x}\right)-h f^{\prime}\left(x_{k}\right)\right\|^{2} \\
& =\left\|x_{k}-\hat{x}\right\|^{2}-2 h\left\langle f^{\prime}\left(x_{k}\right), x_{k}-\hat{x}\right\rangle+h^{2}\left\|f^{\prime}\left(x_{k}\right)\right\|^{2} \\
& \leq\left\|x_{k}-\hat{x}\right\|^{2}-h \mu\left\|x_{k}-\hat{x}\right\|^{2}-h \frac{\mu}{L^{2}}\left\|f^{\prime}\left(x_{k}\right)\right\|^{2}+h^{2}\left\|f^{\prime}\left(x_{k}\right)\right\|^{2} \\
& =(1-h \mu)\left\|x_{k}-\hat{x}\right\|^{2}+h\left(h-\frac{\mu}{L^{2}}\right)\left\|f^{\prime}\left(x_{k}\right)\right\|^{2} .
\end{aligned}
$$

Hence, $h \leq \mu / L^{2}$ implies that $\left\|x_{k+1}-\hat{x}\right\|^{2} \leq(1-h \mu)\left\|x_{k}-\hat{x}\right\|^{2}$, and this proves that the inequality of the theorem holds with $c=\sqrt{1-h \mu}<1$, and that the induction hypothesis is satisfied by the point $x_{k+1}$, too, since it lies closer to $\hat{x}$ than the point $x_{k}$ does. So the gradient descent algorithm converges at least linearly for $f$ under the given conditions on $h$ and $x_{0}$.

We can obtain a slightly sharper result for $\mu$-strongly convex functions that are defined on the whole $\mathbf{R}^{n}$ and have a Lipschitz continuous derivative.

Theorem 14.2.2. Let $f$ be a function in the class $\mathcal{S}_{\mu, L}\left(\mathbf{R}^{n}\right)$. The gradient descent method, with arbitrary starting point $x_{0}$ and constant step size $h$, generates a sequence $\left(x_{k}\right)_{0}^{\infty}$ of points that converges at least linearly to the function's minimum point $\hat{x}$, if

$$
0<h \leq \frac{2}{\mu+L} .
$$

More precisely,

$$
\begin{equation*}
\left\|x_{k}-\hat{x}\right\| \leq\left(1-\frac{2 h \mu L}{\mu+L}\right)^{k / 2}\left\|x_{0}-\hat{x}\right\| . \tag{14.5}
\end{equation*}
$$

Moreover, if $h=\frac{2}{\mu+L}$ then

$$
\begin{equation*}
f\left(x_{k}\right)-f_{\min } \leq \frac{L}{2}\left(\frac{Q-1}{Q+1}\right)^{2 k}\left\|x_{0}-\hat{x}\right\|^{2}, \tag{14.6}
\end{equation*}
$$

where $Q=L / \mu$ is the condition number of the function class $\mathcal{S}_{\mu, L}\left(\mathbf{R}^{n}\right)$.
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Proof. The function $f$ has a unique minimum point $\hat{x}$, according to Corollary 8.1.7 in Part I, and

$$
\left\|x_{k+1}-\hat{x}\right\|^{2}=\left\|x_{k}-\hat{x}\right\|^{2}-2 h\left\langle f^{\prime}\left(x_{k}\right), x_{k}-\hat{x}\right\rangle+h^{2}\left\|f^{\prime}\left(x_{k}\right)\right\|^{2},
$$

just as in the proof of Theorem 14.2.1. Since $f^{\prime}(\hat{x})=0$, it now follows from Theorem 7.4.4 in Part I (with $x=\hat{x}$ and $v=x_{k}-\hat{x}$ ) that

$$
\left\langle f^{\prime}\left(x_{k}\right), x_{k}-\hat{x}\right\rangle \geq \frac{\mu L}{\mu+L}\left\|x_{k}-\hat{x}\right\|^{2}+\frac{1}{\mu+L}\left\|f^{\prime}\left(x_{k}\right)\right\|^{2}
$$

which inserted in the above equation results in the inequality

$$
\left\|x_{k+1}-\hat{x}\right\|^{2} \leq\left(1-\frac{2 h \mu L}{\mu+L}\right)\left\|x_{k}-\hat{x}\right\|^{2}+h\left(h-\frac{2}{\mu+L}\right)\left\|f^{\prime}\left(x_{k}\right)\right\|^{2} .
$$

So if $h \leq 2 /(\mu+L)$, then

$$
\left\|x_{k+1}-\hat{x}\right\| \leq\left(1-\frac{2 h \mu L}{\mu+L}\right)^{1 / 2}\left\|x_{k}-\hat{x}\right\|
$$

and inequality (14.5) now follows by iteration.
The particular choice of $h=2(\mu+L)^{-1}$ in inequality (14.5) gives us inequality (14.6), and the last inequality (14.7) follows from inequality (14.6) and Theorem 1.1.2 in Part I, since $f^{\prime}(\hat{x})=0$.

The rate of convergence in Theorems 14.2.1 and 14.2.2 depends on the condition number $Q \geq 1$. The smaller the $Q$, the faster the convergence. The constants $\mu$ and $L$, and hence the condition number $Q$, are of course rarely known in practical examples, so the two theorems have a qualitative character and can rarely be used to predict the number of iterations required to achieve a certain precision.

Our next example shows that inequality (14.6) can not be sharpened.
Example 14.2.1. Consider the function

$$
f(x)=\frac{1}{2}\left(\mu x_{1}^{2}+L x_{2}^{2}\right),
$$

where $0<\mu \leq L$. This function belongs to the class $\mathcal{S}_{\mu, L}\left(\mathbf{R}^{2}\right), f^{\prime}(x)=$ ( $\mu x_{1}, L x_{2}$ ), and $\hat{x}=(0,0)$ is the minimum point.


Figure 14.2. Some level curves for the function $f(x)=\frac{1}{2}\left(x_{1}^{2}+16 x_{2}^{2}\right)$ and the progression of the gradient descent algorithm with $x^{(0)}=(16,1)$ as starting point. The function's condition number $Q$ is equal to 16 , so the convergence to the minimum point $(0,0)$ is relatively slow. The distance from the generated point to the origin is improved by a factor of $15 / 17$ in each iteration.

The gradient descent algorithm with constant step size $h=2(\mu+L)^{-1}$, starting point $x^{(0)}=(L, \mu)$, and $\alpha=\frac{Q-1}{Q+1}$ proceeds as follows

$$
\begin{aligned}
x^{(0)} & =(L, \mu) \\
f^{\prime}\left(x^{(0)}\right) & =(\mu L, \mu L) \\
x^{(1)} & =x^{(0)}-h f^{\prime}\left(x^{(0)}\right)=\alpha(L,-\mu) \\
f^{\prime}\left(x^{(1)}\right) & =\alpha(\mu L,-\mu L) \\
x^{(2)} & =x^{(1)}-h f^{\prime}\left(x^{(1)}\right)=\alpha^{2}(L, \mu) \\
& \vdots \\
x^{(k)} & =\alpha^{k}\left(L,(-1)^{k} \mu\right)
\end{aligned}
$$

Consequently,

$$
\left\|x^{(k)}-\hat{x}\right\|=\alpha^{k} \sqrt{L^{2}+\mu^{2}}=\alpha^{k}\left\|x^{(0)}-\hat{x}\right\|,
$$

so inequality (14.6) holds with equality in this case. Cf. with figure 14.2 .
Finally, it is worth noting that $2(\mu+L)^{-1}$ coincides with the step size that we would obtain if we had used exact line search in each iteration step.

The gradient descent algorithm is not invariant under affine coordinate changes. The speed of convergence can thus be improved by first making a coordinate change that reduces the condition number.

Example 14.2.2. We continue with the function $f(x)=\frac{1}{2}\left(\mu x_{1}^{2}+L x_{2}^{2}\right)$ in the previous example. Make the change of variables $y_{1}=\sqrt{\mu} x_{1}, y_{2}=\sqrt{L} x_{2}$,
and define the function $g$ by

$$
g(y)=f(x)=\frac{1}{2}\left(y_{1}^{2}+y_{2}^{2}\right) .
$$

The condition number $Q$ of the function $g$ is equal to 1 , so the gradient descent algorithm, started from an arbitrary point $y^{(0)}$, hits the minimum point $(0,0)$ after just one iteration.

The gradient descent algorithm converges too slowly to be of practical use in realistic problems. In the next chapter we shall therefore study in detail a more efficient method for optimization, Newton's method.

## Exercises

14.1 Perform three iterations of the gradient descent algorithm with $(1,1)$ as starting point on the minimization problem

$$
\min x_{1}^{2}+2 x_{2}^{2} .
$$

14.2 Let $X=\left\{x \in \mathbf{R}^{2} \mid x_{1}>1\right\}$, let $x^{(0)}=(2,2)$, and let $f: X \rightarrow \mathbf{R}$ be the function defined by $f(x)=\frac{1}{2} x_{1}^{2}+\frac{1}{2} x_{2}^{2}$.
a) Show that the sublevel set $\left\{x \in X \mid f(x) \leq f\left(x^{(0)}\right)\right\}$ is not closed.
b) Obviously, $f_{\min }=\inf f(x)=\frac{1}{2}$, but show that the gradient descent method, with $x^{(0)}$ as starting point and with line search according to Armijo's rule with parameters $\alpha \leq \frac{1}{2}$ and $\beta<1$, generates a sequence $x^{(k)}=\left(a_{k}, a_{k}\right)$, $k=0,1,2, \ldots$, of points that converges to the point $(1,1)$. So the function values $f\left(x^{(k)}\right)$ converge to 1 and not to $f_{\text {min }}$.
[Hint: Show that $a_{k+1}-1 \leq(1-\beta)\left(a_{k}-1\right)$ for all $k$.]
14.3 Suppose that the gradient descent algorithm with constant step size converges to the point $\hat{x}$ when applied to a continuously differentiable function $f$. Prove that $\hat{x}$ is a stationary point of $f$, i.e. that $f^{\prime}(\hat{x})=0$.

## Chapter 15

## Newton's method

In Newton's method for minimizing a function $f$, the search direction at a point $x$ is determined by minimizing the function's Taylor polynomial of degree two, i.e. the polynomial

$$
P(v)=f(x)+D f(x)[v]+\frac{1}{2} D^{2} f(x)[v, v]=f(x)+\left\langle f^{\prime}(x), v\right\rangle+\frac{1}{2}\left\langle v, f^{\prime \prime}(x) v\right\rangle,
$$

and since $P^{\prime}(v)=f^{\prime}(x)+f^{\prime \prime}(x) v$, we obtain the minimizing search vector as a solution to the equation

$$
f^{\prime \prime}(x) v=-f^{\prime}(x)
$$

Each iteration is of course more laborious in Newton's method than in the gradient descent method, since we need to compute the second derivative and solve a quadratic equation to determine the search vector. However, as we shall see, this is more than compensated by a much faster convergence to the minimum value.

### 15.1 Newton decrement and Newton direction

Since the search directions in Newton's method are obtained by minimizing quadratic polynomials, we start by examining when such polynomials have minimum values, and since convexity is a necessary condition for quadratic polynomials to be bounded below, we can restrict ourself to the study of convex quadratic polynomials.

Theorem 15.1.1. A quadratic polynomial

$$
P(v)=\frac{1}{2}\langle v, A v\rangle+\langle b, v\rangle+c
$$

in $n$ variables, where $A$ is a positive semidefinite symmetric operator, is bounded below on $\mathbf{R}^{n}$ if and only if the equation

$$
\begin{equation*}
A v=-b \tag{15.1}
\end{equation*}
$$

has a solution.
The polynomial has a minimum if it is bounded below, and $\hat{v}$ is a minimum point if and only if $A \hat{v}=-b$.

If $\hat{v}$ is a minimum point of the polynomial $P$, then

$$
\begin{equation*}
P(v)-P(\hat{v})=\frac{1}{2}\langle v-\hat{v}, A(v-\hat{v})\rangle \tag{15.2}
\end{equation*}
$$

for all $v \in \mathbf{R}^{n}$.
If $\hat{v}_{1}$ and $\hat{v}_{2}$ are two minimum points, then $\left\langle\hat{v}_{1}, A \hat{v}_{1}\right\rangle=\left\langle\hat{v}_{2}, A \hat{v}_{2}\right\rangle$.
Remark. Another way to state that equation (15.1) has a solution is to say that the vector $-b$, and of course also the vector $b$, belongs to the range of the operator $A$. But the range of an operator on a finite dimensional space is equal to the orthogonal complement of the null space of the operator. Hence, equation (15.1) is solvable if and only if

$$
A v=0 \Rightarrow\langle b, v\rangle=0 .
$$
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Proof. First suppose that equation (15.1) has no solution. Then, by the remark above there exists a vector $v$ such that $A v=0$ and $\langle b, v\rangle \neq 0$. It follows that

$$
P(t v)=\frac{1}{2}\langle v, A v\rangle t^{2}+\langle b, v\rangle t+c=\langle b, v\rangle t+c
$$

for all $t \in \mathbf{R}$, and since the $t$-coefficient is nonzero, we conclude that the polynomial $P(t)$ is unbounded below.

Next suppose that $A \hat{v}=-b$. Then

$$
\begin{aligned}
P(v)-P(\hat{v}) & =\frac{1}{2}(\langle v, A v\rangle-\langle\hat{v}, A \hat{v}\rangle)+\langle b, v\rangle-\langle b, \hat{v}\rangle \\
& =\frac{1}{2}(\langle v, A v\rangle-\langle\hat{v}, A \hat{v}\rangle)-\langle A \hat{v}, v\rangle+\langle A \hat{v}, \hat{v}\rangle \\
& =\frac{1}{2}(\langle v, A v\rangle+\langle\hat{v}, A \hat{v}\rangle-\langle A \hat{v}, v\rangle-\langle\hat{v}, A v\rangle) \\
& =\frac{1}{2}\langle v-\hat{v}, A(v-\hat{v})\rangle \geq 0
\end{aligned}
$$

for all $v \in \mathbf{R}^{n}$. This proves that the polynomial $P(t)$ is bounded below, that $\hat{v}$ is a minimum point, and that the equality (15.2) holds.

Since every positive semidefinite symmetric operator $A$ has a unique positive semidefinite symmetric square root $A^{1 / 2}$, we can rewrite equality (15.2) as follows:

$$
P(v)=P(\hat{v})+\frac{1}{2}\left\langle A^{1 / 2}(v-\hat{v}), A^{1 / 2}(v-\hat{v})\right\rangle=P(\hat{v})+\frac{1}{2}\left\|A^{1 / 2}(v-\hat{v})\right\|^{2} .
$$

If $v$ is another minimum point of $P$, then $P(v)=P(\hat{v})$, and it follows that

$$
A^{1 / 2}(v-\hat{v})=0
$$

Consequently, $A(v-\hat{v})=A^{1 / 2}\left(A^{1 / 2}(v-\hat{v})\right)=0$, i.e. $A v=A \hat{v}=-b$. Hence, every minimum point of $P$ is obtained as a solution to equation (15.1).

Finally, if $\hat{v}_{1}$ and $\hat{v}_{2}$ are two minimum points of the polynomial, then $A \hat{v}_{1}=A \hat{v}_{2}(=-b)$, and it follows that $\left\langle\hat{v}_{1}, A \hat{v}_{1}\right\rangle=\left\langle\hat{v}_{1}, A \hat{v}_{2}\right\rangle=\left\langle A \hat{v}_{1}, \hat{v}_{2}\right\rangle=$ $\left\langle A \hat{v}_{2}, \hat{v}_{2}\right\rangle=\left\langle\hat{v}_{2}, A \hat{v}_{2}\right\rangle$.

The problem to solve a convex quadratic optimization problem in $\mathbf{R}^{n}$ is thus reduced to solving a quadratic system of linear equations in $n$ variables (with a positive semidefinite coefficient matrix), which is a rather trivial numerical problem that can be performed with $O\left(n^{3}\right)$ arithmetic operations.

We are now ready to define the main ingredients of Newton's method.
Definition. Let $f: X \rightarrow \mathbf{R}$ be a twice differentiable function with an open subset $X$ of $\mathbf{R}^{n}$ as domain, and let $x \in X$ be a point where the second derivative $f^{\prime \prime}(x)$ is positive semidefinite.

By a Newton direction $\Delta x_{\mathrm{nt}}$ of the function $f$ at the point $x$ we mean a solution $v$ to the equation

$$
f^{\prime \prime}(x) v=-f^{\prime}(x)
$$

Remark. It follows from the remark after Theorem 15.1.1 that there exists a Newton direction at $x$ if and only if

$$
f^{\prime \prime}(x) v=0 \Rightarrow\left\langle f^{\prime}(x), v\right\rangle=0 .
$$

The nonexistence of Newton directions at $x$ is thus equivalent to the existence of a vector $w$ such that $f^{\prime \prime}(x) w=0$ and $\left\langle f^{\prime}(x), w\right\rangle=1$.

The Newton direction $\Delta x_{\mathrm{nt}}$ is of course uniquely determined as

$$
\Delta x_{\mathrm{nt}}=-f^{\prime \prime}(x)^{-1} f^{\prime}(x)
$$

if the second derivative $f^{\prime \prime}(x)$ is non-singular, i.e. positive definite.
A Newton direction $\Delta x_{\mathrm{nt}}$ is according to Theorem 15.1.1, whenever it exists, a minimizing vector for the Taylor polynomial

$$
P(v)=f(x)+\left\langle f^{\prime}(x), v\right\rangle+\frac{1}{2}\left\langle v, f^{\prime \prime}(x) v\right\rangle,
$$

and the difference $P(0)-P\left(\Delta x_{\mathrm{nt}}\right)$ is given by

$$
P(0)-P\left(\Delta x_{\mathrm{nt}}\right)=\frac{1}{2}\left\langle 0-\Delta x_{\mathrm{nt}}, f^{\prime \prime}(x)\left(0-\Delta x_{\mathrm{nt}}\right)\right\rangle=\frac{1}{2}\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}\right\rangle .
$$

Using the Taylor approximation $f(x+v) \approx P(v)$, we conclude that

$$
f(x)-f\left(x+\Delta x_{\mathrm{nt}}\right) \approx P(0)-P\left(\Delta x_{\mathrm{nt}}\right)=\frac{1}{2}\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}\right\rangle .
$$

Hence, $\frac{1}{2}\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}\right\rangle$ is (for small $\left.\Delta x_{\mathrm{nt}}\right)$ an approximation of the decrease in function value which is obtained by replacing $f(x)$ with $f\left(x+\Delta x_{\mathrm{nt}}\right)$. This motivates our next definition.

Definition. The Newton decrement $\lambda(f, x)$ of the function $f$ at the point $x$ is a quantity defined as

$$
\lambda(f, x)=\sqrt{\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}\right\rangle}
$$

if $f$ has a Newton direction $\Delta x_{\mathrm{nt}}$ at $x$, and as

$$
\lambda(f, x)=+\infty
$$

if there is no Newton direction at $x$.
Note that the definition is independent of the choice of Newton direction at $x$ in case of nonuniqueness of Newton direction. This follows immediately from the last statement in Theorem 15.1.1.

In terms of the Newton decrement, we thus have the following approximation

$$
f(x)-f\left(x+\Delta x_{\mathrm{nt}}\right) \approx \frac{1}{2} \lambda(f, x)^{2}
$$

for small values of $\Delta x_{\mathrm{nt}}$.
By definition $f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}=-f^{\prime}(x)$, so it follows that the Newton decrement, whenever finite, can be computed using the formula

$$
\lambda(f, x)=\sqrt{-\left\langle\Delta x_{\mathrm{nt}}, f^{\prime}(x)\right\rangle} .
$$

In particular, if $x$ is a point where the second derivative is positive definite, then

$$
\lambda(f, x)=\sqrt{\left\langle f^{\prime \prime}(x)^{-1} f^{\prime}(x), f^{\prime}(x)\right\rangle} .
$$

Example 15.1.1. The convex one-variable function

$$
f(x)=-\ln x, \quad x>0
$$

has Newton decrement

$$
\lambda(f, x)=\sqrt{\left\langle x^{2}\left(-x^{-1}\right),-x^{-1}\right\rangle}=\sqrt{(-x) \cdot\left(-x^{-1}\right)}=1
$$

at all points $x>0$.
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At points $x$ with a Newton direction it is also possible to express the Newton decrement in terms of the Euclidean norm $\|\cdot\|$ as follows, by using the fact that $f^{\prime \prime}(x)$ har a positive definite symmetric square root:

$$
\lambda(f, x)=\sqrt{\left\langle f^{\prime \prime}(x)^{1 / 2} \Delta x_{\mathrm{nt}}, f^{\prime \prime}(x)^{1 / 2} \Delta x_{\mathrm{nt}}\right\rangle}=\left\|f^{\prime \prime}(x)^{1 / 2} \Delta x_{\mathrm{nt}}\right\| .
$$

The improvement in function value obtained by taking a step in the Newton direction $\Delta x_{\mathrm{nt}}$ is thus proportional to $\left\|f^{\prime \prime}(x)^{1 / 2} \Delta x_{\mathrm{nt}}\right\|^{2}$ and not to $\left\|\Delta x_{\mathrm{nt}}\right\|^{2}$, a fact which motivates our introduction of the following seminorm.

Definition. Let $f: X \rightarrow \mathbf{R}$ be a twice differentiable function with an open subset $X$ of $\mathbf{R}^{n}$ as domain, and let $x \in X$ be a point where the second derivative $f^{\prime \prime}(x)$ is positive semidefinite. The function $\|\cdot\|_{x}: \mathbf{R}^{n} \rightarrow \mathbf{R}_{+}$, defined by

$$
\|v\|_{x}=\sqrt{\left\langle v, f^{\prime \prime}(x) v\right\rangle}=\left\|f^{\prime \prime}(x)^{1 / 2} v\right\|
$$

for all $v \in \mathbf{R}^{n}$, is called the local seminorm at $x$ of the function $f$.
It is easily verified that $\|\cdot\|_{x}$ is indeed a seminorm on $\mathbf{R}^{n}$. Since

$$
\left\{v \in \mathbf{R}^{n} \mid\|v\|_{x}=0\right\}=\mathcal{N}\left(f^{\prime \prime}(x)\right),
$$

where $\mathcal{N}\left(f^{\prime \prime}(x)\right)$ is the null space of $f^{\prime \prime}(x),\|\cdot\|_{x}$ is a norm if and only if the positive definite second derivative $f^{\prime \prime}(x)$ is nonsingular, i.e. positive definite.

At points $x$ with a Newton direction, we now have the following simple relation between direction and decrement:

$$
\lambda(f, x)=\left\|\Delta x_{\mathrm{nt}}\right\|_{x} .
$$

Example 15.1.2. Let us study the Newton decrement $\lambda(f, x)$ when $f$ is a convex quadratic polynomial, i.e. a function of the form

$$
f(x)=\frac{1}{2}\langle x, A x\rangle+\langle b, x\rangle+c
$$

with a positive semidefinite operator $A$. We have $f^{\prime}(x)=A x+b, f^{\prime \prime}(x)=A$ and $\|v\|_{x}=\sqrt{\langle v, A v\rangle}$, so the seminorms $\|\cdot\|_{x}$ are the same for all $x \in \mathbf{R}^{n}$.

If $\Delta x_{\mathrm{nt}}$ is a Newton direction of $f$ at $x$, then

$$
A \Delta x_{\mathrm{nt}}=-(A x+b),
$$

by definition, and it follows that $A\left(x+\Delta x_{\mathrm{nt}}\right)=-b$. This implies that the function $f$ is bounded below, according to Theorem 15.1.1.

So if $f$ is not bounded below, then there are no Newton directions at any point $x$, which means that $\lambda(f, x)=+\infty$ for all $x$.

Conversely, assume that $f$ is bounded below. Then there exists a vector $v_{0}$ such that $A v_{0}=-b$, and it follows that

$$
f^{\prime \prime}(x)\left(v_{0}-x\right)=A v_{0}-A x=-b-A x=-f^{\prime}(x) .
$$

The vector $v_{0}-x$ is in other words a Newton direction of $f$ at the point $x$, which means that the Newton decrement $\lambda(f, x)$ is finite at all points $x$ and is given by

$$
\lambda(f, x)=\left\|v_{0}-x\right\|_{x} .
$$

If $f$ is bounded below without being constant, then necessarily $A \neq 0$ and we can choose a vector $w$ such that $\|w\|_{x}=\sqrt{ }\langle w, A w\rangle=1$. Let $x_{k}=k w+v_{0}$, where $k$ is a positive number. Then

$$
\lambda\left(f, x_{k}\right)=\left\|v_{0}-x_{k}\right\|_{x_{k}}=k\|w\|_{x_{k}}=k,
$$

and we conclude from this that $\sup _{x \in \mathbf{R}^{n}} \lambda(f, x)=+\infty$.
For constant functions $f$, the case $A=0, b=0$, we have $\|v\|_{x}=0$ for all $x$ and $v$, and consequently $\lambda(f, x)=0$ for all $x$.

In summary, we have obtained the following result:
The Newton decrement of downwards unbounded convex quadratic functions (which includes all non-constant affine functions) is infinite at all points. The Newton decrement of downwards bounded convex quadratic functions $f$ is finite at all points, but $\sup _{x} \lambda(f, x)=\infty$, unless the function is constant.

We shall give an alternative characterization of the Newton decrement, and for this purpose we need the following useful inequality.

Theorem 15.1.2. Suppose $\lambda(f, x)<\infty$. Then

$$
\left|\left\langle f^{\prime}(x), v\right\rangle\right| \leq \lambda(f, x)\|v\|_{x}
$$

for all $v \in \mathbf{R}^{n}$.
Proof. Since $\lambda(f, x)$ is assumed to be finite, there exists a Newton direction $\Delta x_{\mathrm{nt}}$ at $x$, and by definition, $f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}=-f^{\prime}(x)$. Using the CauchySchwarz inequality we now obtain:

$$
\begin{aligned}
\left|\left\langle f^{\prime}(x), v\right\rangle\right| & =\left|\left\langle f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}, v\right\rangle\right|=\left|\left\langle f^{\prime \prime}(x)^{1 / 2} \Delta x_{\mathrm{nt}}, f^{\prime \prime}(x)^{1 / 2} v\right\rangle\right| \\
& \leq\left\|f^{\prime \prime}(x)^{1 / 2} \Delta x_{\mathrm{nt}}\right\|\left\|f^{\prime \prime}(x)^{1 / 2} v\right\|=\lambda(f, x)\|v\|_{x} .
\end{aligned}
$$

Theorem 15.1.3. Assume as before that $x$ is a point where the second derivative $f^{\prime \prime}(x)$ is positive semidefinite. Then

$$
\lambda(f, x)=\sup _{\|v\|_{x} \leq 1}\left\langle f^{\prime}(x), v\right\rangle .
$$

Proof. First assume that $\lambda(f, x)<\infty$. Then

$$
\left\langle f^{\prime}(x), v\right\rangle \leq \lambda(f, x)
$$

for all vectors $v$ such that $\|v\|_{x} \leq 1$, according to Theorem 15.1.2. In the case $\lambda(f, x)=0$ the above inequality holds with equality for $v=0$, so assume that $\lambda(f, x)>0$. For $v=-\lambda(f, x)^{-1} \Delta x_{\mathrm{nt}}$ we then have $\|v\|_{x}=1$ and

$$
\left\langle f^{\prime}(x), v\right\rangle=-\lambda(f, x)^{-1}\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle=\lambda(f, x) .
$$

This proves that $\lambda(f, x)=\sup _{\|v\|_{x} \leq 1}\left\langle f^{\prime}(x), v\right\rangle$ for finite Newton decrements $\lambda(f, x)$.

Next assume that $\lambda(f, x)=+\infty$, i.e. that no Newton direction exists at $x$. By the remark after the definition of Newton direction, there exists a vector $w$ such that $f^{\prime \prime}(x) w=0$ and $\left\langle f^{\prime}(x), w\right\rangle=1$. It follows that $\|t w\|_{x}=$ $t\|w\|_{x}=t \sqrt{\left\langle w, f^{\prime \prime}(x) w\right\rangle}=0 \leq 1$ and $\left\langle f^{\prime}(x), t w\right\rangle=t$ for all positive numbers $t$, and this implies that $\sup _{\|v\|_{x} \leq 1}\left\langle f^{\prime}(x), v\right\rangle=+\infty=\lambda(f, x)$.

We sometimes need to compare $\left\|\Delta x_{\mathrm{nt}}\right\|,\left\|f^{\prime}(x)\right\|$ and $\lambda(f, x)$, and we can do so using the following theorem.


Theorem 15.1.4. Let $\lambda_{\min }$ and $\lambda_{\max }$ denote the smallest and the largest eigenvalue of the second derivative $f^{\prime \prime}(x)$, assumed to be positive semidefinite, and suppose that the Newton decrement $\lambda(f, x)$ is finite. Then

$$
\lambda_{\min }^{1 / 2}\left\|\Delta x_{\mathrm{nt}}\right\| \leq \lambda(f, x) \leq \lambda_{\max }^{1 / 2}\left\|\Delta x_{\mathrm{nt}}\right\|
$$

and

$$
\lambda_{\min }^{1 / 2} \lambda(f, x) \leq\left\|f^{\prime}(x)\right\| \leq \lambda_{\max }^{1 / 2} \lambda(f, x) .
$$

Proof. Let $A$ be an arbitrary positive semidefinite operator on $\mathbf{R}^{n}$ with smallest and largest eigenvalue $\mu_{\text {min }}$ and $\mu_{\max }$ respectively. Then

$$
\mu_{\min }\|v\| \leq\|A v\| \leq \mu_{\max }\|v\|
$$

for all vectors $v$.
Since $\lambda_{\text {min }}^{1 / 2}$ and $\lambda_{\text {max }}^{1 / 2}$ are the smallest and the largest eigenvalues of the operator $f^{\prime \prime}(x)^{1 / 2}$, we obtain the two inequalities of our theorem by applying the general inequality to $A=f^{\prime \prime}(x)^{1 / 2}$ and $v=\Delta x_{\mathrm{nt}}$, and to $A=f^{\prime \prime}(x)^{1 / 2}$ and $v=f^{\prime \prime}(x)^{1 / 2} \Delta x_{\mathrm{nt}}$, noting that $\left\|f^{\prime \prime}(x)^{1 / 2} \Delta x_{\mathrm{nt}}\right\|=\lambda(f, x)$ and that

$$
\left\|f^{\prime \prime}(x)^{1 / 2}\left(f^{\prime \prime}(x)^{1 / 2} \Delta x_{\mathrm{nt}}\right)\right\|=\left\|f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}\right\|=\left\|f^{\prime}(x)\right\| .
$$

Theorem 15.1.4 is a local result, but if the function $f$ is $\mu$-strongly convex, then $\lambda_{\min } \geq \mu$, and if the norm of the second derivative is bounded by some constant $M$, then $\lambda_{\max }=\left\|f^{\prime \prime}(x)\right\| \leq M$ for all $x$ in the domain of $f$. Therefore, we get the following corollary to Theorem 15.1.4.

Corollary 15.1.5. If $f: X \rightarrow \mathbf{R}$ is a twice differentiable $\mu$-strongly convex function, then

$$
\mu^{1 / 2}\left\|\Delta x_{\mathrm{nt}}\right\| \leq \lambda(f, x) \leq \mu^{-1 / 2}\left\|f^{\prime}(x)\right\|
$$

for all $x \in X$. If moreover $\left\|f^{\prime \prime}(x)\right\| \leq M$, then

$$
M^{-1 / 2}\left\|f^{\prime}(x)\right\| \leq \lambda(f, x) \leq M^{1 / 2}\left\|\Delta x_{\mathrm{nt}}\right\| .
$$

The distance from an arbitrary point to the minimum point of a strongly convex function with bounded second derivative can be estimated using the Newton decrement, because we have the following result.

Theorem 15.1.6. Let $f: X \rightarrow \mathbf{R}$ be a $\mu$-strongly convex function, and suppose that $f$ has a minimum at the point $\hat{x}$ and that $\left\|f^{\prime \prime}(x)\right\| \leq M$ for all $x \in X$. Then

$$
f(x)-f(\hat{x}) \leq \frac{M}{2 \mu} \lambda(f, x)^{2}
$$

and

$$
\|x-\hat{x}\| \leq \frac{\sqrt{M}}{\mu} \lambda(f, x) .
$$

Proof. The theorem follows by combining Theorem 14.1.1 with the estimate $\left\|f^{\prime}(x)\right\| \leq M^{1 / 2} \lambda(f, x)$ from Corollary 15.1.5.

The Newton decrement is invariant under surjective affine coordinate transformations. A slightly more general result is the following.

Theorem 15.1.7. Let $f$ be a twice differentiable function whose domain $\Omega$ is a subset of $\mathbf{R}^{n}$, let $A: \mathbf{R}^{m} \rightarrow \mathbf{R}^{n}$ be an affine map, and let $g=f \circ A$. Let furthermore $x=A y$ be a point in $\Omega$, and suppose that the second derivative $f^{\prime \prime}(x)$ is positive semidefinite. The second derivative $g^{\prime \prime}(y)$ is then positive semidefinite, and the Newton decrements of the two functions $g$ and $f$ satisfy the inequality

$$
\lambda(g, y) \leq \lambda(f, x)
$$

Equality holds if the affine map $A$ is surjective.
Proof. The affine map can be written as $A y=C y+b$, where $C$ is a linear map and $b$ is a vector, and the chain rule gives us the identities

$$
\left\langle g^{\prime}(y), w\right\rangle=\left\langle f^{\prime}(x), C w\right\rangle \quad \text { and } \quad\left\langle w, g^{\prime \prime}(y) w\right\rangle=\left\langle C w, f^{\prime \prime}(x) C w\right\rangle
$$

for arbitrary vectors $w$ in $\mathbf{R}^{m}$. It follows from the latter identity that the second derivative $g^{\prime \prime}(y)$ is positive semidefinite if $f^{\prime \prime}(x)$ is so, and that

$$
\|w\|_{y}=\|C w\|_{x}
$$

An application of Theorem 15.1.3 now gives

$$
\lambda(g, y)=\sup _{\|w\|_{y} \leq 1}\left\langle g^{\prime}(y), w\right\rangle=\sup _{\|C w\|_{x} \leq 1}\left\langle f^{\prime}(x), C w\right\rangle \leq \sup _{\|v\|_{x} \leq 1}\left\langle f^{\prime}(x), v\right\rangle=\lambda(f, x) .
$$

If the affine map $A$ is surjective, then $C$ is a surjective linear map, and hence $v=C w$ runs through all of $\mathbf{R}^{n}$ as $w$ runs through $\mathbf{R}^{m}$. In this case, the only inequality in the above chain of equalities and inequalities becomes an equality, which means that $\lambda(g, y)=\lambda(f, x)$.

### 15.2 Newton's method

## The algorithm

Newton's method for minimizing a twice differentiable function $f$ is a descent method, in which the search direction in each iteration is given by the Newton
direction $\Delta x_{\mathrm{nt}}$ at the current point. The stopping criterion is formulated in terms of the Newton decrement; the algorithm stops when the decrement is sufficiently small. In short, therefore, the algorithm looks like this:

## Newton's method

Given a starting point $x \in \operatorname{dom} f$ and a tolerance $\epsilon>0$.

## Repeat

1. Compute a Newton direction $\Delta x_{\mathrm{nt}}$ and the Newton decrement $\lambda(f, x)$ at $x$.
2. Stopping criterion: stop if $\lambda(f, x)^{2} \leq 2 \epsilon$.
3. Determine a step size $h>0$.
4. Update: $x:=x+h \Delta x_{\mathrm{nt}}$.

The step size $h$ is set equal to 1 in each iteration in the so-called pure Newton method, while it is computed by line search with Armijo's rule or otherwise in damped Newton methods.

The stopping criterion is motivated by the fact that $\frac{1}{2} \lambda(f, x)^{2}$ is an approximation to the decrease $f(x)-f\left(x+\Delta x_{\mathrm{nt}}\right)$ in function value, and if this decrease is small, it is not worthwhile to continue.
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Newton's method generally works well for functions which are convex in a neighborhood of the optimal point, but it breaks down, of course, if it hits a point where the second derivative is singular and the Newton direction is lacking. We shall show that the pure method, under appropriate conditions on the objective function $f$, converges to the minimum point if the starting point is sufficiently close to the minimum point. To achieve convergence for arbitrary starting points, it is necessary to use methods with damping.

Example 15.2.1. When applied to a downwards bounded convex quadratic polynomial

$$
f(x)=\frac{1}{2}\langle x, A x\rangle+\langle b, x\rangle+c,
$$

Newton's pure method finds the optimal solution after just one iteration, regardless of the choice of starting point $x$, because $f^{\prime}(x)=A x+b, f^{\prime \prime}(x)=A$ and $A \Delta x_{\mathrm{nt}}=-(A x+b)$, so the update $x^{+}=x+\Delta x_{\mathrm{nt}}$ satisfies the equation

$$
f^{\prime}\left(x^{+}\right)=A x^{+}+b=A x+A \Delta x_{\mathrm{nt}}+b=0,
$$

which means that $x^{+}$is the optimal point.

## Invariance under change of coordinates

Unlike the gradient descent method, Newton's method is invariant under affine coordinate changes.

Theorem 15.2.1. Let $f: X \rightarrow \mathbf{R}$ be a twice differentiable function with a positive definite second derivative, and let $\left(x_{k}\right)_{0}^{\infty}$ be the sequence generated by Newton's pure algorithm with $x_{0}$ as starting point. Let further $A: Y \rightarrow X$ be an affine coordinate transformation, i.e. the restriction to $Y$ of a bijective affine map. Newton's pure algorithm applied to the function $g=f \circ A$ with $y_{0}=A^{-1} x_{0}$ as the starting point then generates a sequence $\left(y_{k}\right)_{0}^{\infty}$ with the property that $A y_{k}=x_{k}$ for each $k$.

The two sequences have identical Newton decrements in each iteration, and they therefore satisfy the stopping condition during the same iteration.

Proof. The assertion about the Newton decrements follows from Theorem 15.1.7, and the relationship between the two sequences follows by induction if we show that $A y=x$ implies that $A\left(y+\Delta y_{\mathrm{nt}}\right)=x+\Delta x_{\mathrm{nt}}$, where $\Delta x_{\mathrm{nt}}=$ $-f^{\prime \prime}(x)^{-1} f^{\prime}(x)$ and $\Delta y_{\mathrm{nt}}=-g^{\prime \prime}(y)^{-1} g^{\prime}(y)$ are the uniquely defined Newton directions at the points $x$ and $y$ of the respective functions.

The affine map $A$ can be written as $A y=C y+b$, where $C$ is an invertible linear map and $b$ is a vector. If $x=A y$, then $g^{\prime}(y)=C^{T} f^{\prime}(x)$ and $g^{\prime \prime}(y)=$
$C^{T} f^{\prime \prime}(x) C$, by the chain rule. It follows that

$$
\begin{aligned}
C \Delta y_{\mathrm{nt}} & =-C g^{\prime \prime}(y)^{-1} g^{\prime}(y)=-C C^{-1} f^{\prime \prime}(x)^{-1}\left(C^{T}\right)^{-1} C^{T} f^{\prime}(x) \\
& =-f^{\prime \prime}(x)^{-1} f^{\prime}(x)=\Delta x_{\mathrm{nt}},
\end{aligned}
$$

and hence

$$
A\left(y+\Delta y_{\mathrm{nt}}\right)=C\left(y+\Delta y_{\mathrm{nt}}\right)+b=C y+b+C \Delta y_{\mathrm{nt}}=A y+\Delta x_{\mathrm{nt}}=x+\Delta x_{\mathrm{nt}} .
$$

## Local convergence

We will now study convergence properties for the Newton method, starting with the pure method.

Theorem 15.2.2. Let $f: X \rightarrow \mathbf{R}$ be a twice differentiable, $\mu$-strongly convex function with minimum point $\hat{x}$, and suppose that the second derivative $f^{\prime \prime}$ is Lipschitz continuous with Lipschitz constant L. Let $x$ be a point in $X$ and set

$$
x^{+}=x+\Delta x_{\mathrm{nt}},
$$

where $\Delta x_{\mathrm{nt}}$ is the Newton direction at $x$. Then

$$
\left\|x^{+}-\hat{x}\right\| \leq \frac{L}{2 \mu}\|x-\hat{x}\|^{2} .
$$

Moreover, if the point $x^{+}$lies in $X$ then

$$
\left\|f^{\prime}\left(x^{+}\right)\right\| \leq \frac{L}{2 \mu^{2}}\left\|f^{\prime}(x)\right\|^{2} .
$$

Proof. The smallest eigenvalue of the second derivative $f^{\prime \prime}(x)$ is greater than or equal to $\mu$ by Theorem 7.3.2 in Part I. Hence, $f^{\prime \prime}(x)$ is invertible and the largest eigenvalue of $f^{\prime \prime}(x)^{-1}$ is less than or equal to $\mu^{-1}$, and it follows that

$$
\begin{equation*}
\left\|f^{\prime \prime}(x)^{-1}\right\| \leq \mu^{-1} \tag{15.3}
\end{equation*}
$$

To estimate the norm of $x^{+}-\hat{x}$, we rewrite the difference as

$$
\begin{align*}
x^{+}-\hat{x} & =x+\Delta x_{\mathrm{nt}}-\hat{x}=x-\hat{x}-f^{\prime \prime}(x)^{-1} f^{\prime}(x)  \tag{15.4}\\
& =f^{\prime \prime}(x)^{-1}\left(f^{\prime \prime}(x)(x-\hat{x})-f^{\prime}(x)\right)=-f^{\prime \prime}(x)^{-1} w
\end{align*}
$$

with

$$
w=f^{\prime}(x)-f^{\prime \prime}(x)(x-\hat{x}) .
$$

For $0 \leq t \leq 1$ we then define the vektor $w(t)$ as

$$
w(t)=f^{\prime}(\hat{x}+t(x-\hat{x}))-t f^{\prime \prime}(x)(x-\hat{x}),
$$

and note that $w=w(1)-w(0)$, since $f^{\prime}(\hat{x})=0$. By the chain rule,

$$
w^{\prime}(t)=\left(f^{\prime \prime}(\hat{x}+t(x-\hat{x}))-f^{\prime \prime}(x)\right)(x-\hat{x}),
$$

and by using the Lipschitz continuity of the second derivative, we obtain the estimate

$$
\begin{aligned}
\left\|w^{\prime}(t)\right\| & \leq\left\|f^{\prime \prime}(\hat{x}+t(x-\hat{x}))-f^{\prime \prime}(x)\right\|\|x-\hat{x}\| \\
& \leq L\|\hat{x}+t(x-\hat{x})-x\|\|x-\hat{x}\|=L(1-t)\|x-\hat{x}\|^{2} .
\end{aligned}
$$

Now integrate the above inequality over the interval $[0,1]$; this results in the inequality

$$
\begin{align*}
\|w\| & =\left\|\int_{0}^{1} w^{\prime}(t) d t\right\| \leq \int_{0}^{1}\left\|w^{\prime}(t)\right\| d t \leq L\|x-\hat{x}\|^{2} \int_{0}^{1}(1-t) d t .  \tag{15.5}\\
& =\frac{1}{2} L\|x-\hat{x}\|^{2} .
\end{align*}
$$

By combining equality (15.4) with the inequalities (15.3) and (15.5) we obtain the estimate

$$
\left\|x^{+}-\hat{x}\right\|=\left\|f^{\prime \prime}(x)^{-1} w\right\| \leq\left\|f^{\prime \prime}(x)^{-1}\right\|\|w\| \leq \frac{L}{2 \mu}\|x-\hat{x}\|^{2},
$$

which is the first claim of the theorem.


To prove the second claim, we assume that $x^{+}$lies in $X$ and consider for $0 \leq t \leq 1$ the vectors

$$
v(t)=f^{\prime}\left(x+t \Delta x_{\mathrm{nt}}\right)-t f^{\prime \prime}(x) \Delta x_{\mathrm{nt}},
$$

noting that
$v(1)-v(0)=f^{\prime}\left(x^{+}\right)-f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}-f^{\prime}(x)=f^{\prime}\left(x^{+}\right)+f^{\prime}(x)-f^{\prime}(x)=f^{\prime}\left(x^{+}\right)$.
Since $v^{\prime}(t)=\left(f^{\prime \prime}\left(x+t \Delta x_{\mathrm{nt}}\right)-f^{\prime \prime}(x)\right) \Delta x_{\mathrm{nt}}$, it follows from the Lipschitz continuity that

$$
\left\|v^{\prime}(t)\right\| \leq\left\|f^{\prime \prime}\left(x+t \Delta x_{\mathrm{nt}}\right)-f^{\prime \prime}(x)\right\|\left\|\Delta x_{\mathrm{nt}}\right\| \leq L\left\|\Delta x_{\mathrm{nt}}\right\|^{2} t
$$

and by integrating this inequality, we obtain the desired estimate

$$
\left\|f^{\prime}\left(x^{+}\right)\right\|=\left\|\int_{0}^{1} v^{\prime}(t) d t\right\| \leq \int_{0}^{1}\left\|v^{\prime}(t)\right\| d t \leq \frac{L}{2}\left\|\Delta x_{\mathrm{nt}}\right\|^{2} \leq \frac{L}{2 \mu^{2}}\left\|f^{\prime}(x)\right\|^{2}
$$

where the last inequality follows from Corollary 15.1.5.
One consequence of the previous theorem is that the pure Newton method converges quadratically when applied to functions with a positive definite second derivative that does not vary too rapidly in a neighborhood of the minimum point, provided that the starting point is chosen sufficiently close to the minimum point. More precisely, the following holds:

Theorem 15.2.3. Let $f: X \rightarrow \mathbf{R}$ be a twice differentiable, $\mu$-strongly convex function with minimum point $\hat{x}$, and suppose that the second derivative $f^{\prime \prime}$ is Lipschitz continuous with Lipschitz constant L. Let $0<r \leq 2 \mu / L$ and suppose that the open ball $B(\hat{x} ; r)$ is included in $X$.

Newton's pure method with starting point $x_{0} \in B(\hat{x} ; r)$ will then generate a sequence $\left(x_{k}\right)_{0}^{\infty}$ of points in $\Omega$ such that

$$
\left\|x_{k}-\hat{x}\right\| \leq \frac{2 \mu}{L}\left(\frac{L}{2 \mu}\left\|x_{0}-\hat{x}\right\|\right)^{2^{k}}
$$

for all $k$, and the sequence therefore converges to the minimum point $\hat{x}$ as $k \rightarrow \infty$.

The convergence is very rapid. For example,

$$
\left\|x_{k}-\hat{x}\right\| \leq \frac{2 \mu}{L} 2^{-2^{k}}
$$

if the initial point is chosen such that $\left\|x_{0}-\hat{x}\right\| \leq \mu / L$, and this implies that $\left\|x_{k}-\hat{x}\right\| \leq 10^{-19} \mu / L$ already for $k=6$.

Proof. We keep the notation of Theorem 15.2.2 and then have $x_{k+1}=x_{k}^{+}$, so if $x_{k}$ lies in the ball $B(\hat{x} ; r)$, then

$$
\begin{equation*}
\left\|x_{k+1}-\hat{x}\right\| \leq \frac{L}{2 \mu}\left\|x_{k}-\hat{x}\right\|^{2}, \tag{15.6}
\end{equation*}
$$

and this implies that $\left\|x_{k+1}-\hat{x}\right\|<L r^{2} / 2 \mu \leq r$, i.e. the point $x_{k+1}$ lies in the ball $B(\hat{x} ; r)$. By induction, all points in the sequence $\left(x_{k}\right)_{0}^{\infty}$ lie in $B(\hat{x} ; r)$, and we obtain the inequality of the theorem by repeated application of inequality (15.6).

## Global convergence

Newton's damped method converges, under appropriate conditions on the objective function, for arbitrary starting points. The damping is required only during an initial phase, because the step size becomes 1 once the algorithm has produced a point where the gradient is sufficiently small. The convergence is quadratic during this second stage.

The following theorem describes a convergence result for strongly convex functions with Lipschitz continuous second derivative.

Theorem 15.2.4. Let $f: X \rightarrow \mathbf{R}$ be a twice differentiable, strongly convex function with a Lipschitz continuous second derivative. Let $x_{0}$ be a point in $X$ and suppose that the sublevel set

$$
S=\left\{x \in X \mid f(x) \leq f\left(x_{0}\right)\right\}
$$

is closed.
Then, $f$ has a unique minimum point $\hat{x}$, and Newton's damped algorithm, with $x_{0}$ as initial point och with line search according to Armijo's rule with parameters $0<\alpha<\frac{1}{2}$ and $0<\beta<1$, generates a sequence $\left(x_{k}\right)_{0}^{\infty}$ of points in $S$ that converges towards the minimum point.

After an initial phase with damping, the algorithm passes into a quadratically convergent phase with step size 1 .

Proof. The existence of a unique minimum point is a consequence of Corollary 8.1.7 in Part I.

Suppose that $f$ is $\mu$-strongly convex and let $L$ be the Lipschitz constant of the second derivative. The sublevel set $S$ is compact since it is bounded according to Theorem 8.1.6. It follows that the distance from the set $S$ to the boundary of the open set $X$ is positive. Fix a positive number $r$ that is less than this distance and also satisfies the inequality

$$
r \leq \mu / L
$$

Given $x \in S$ we now define the point $x^{+}$by

$$
x^{+}=x+h \Delta x_{\mathrm{nt}}
$$

where $h$ is the step size according to Armijo's rule. In particular, $x_{k+1}=x_{k}^{+}$ for all $k$.

The core of the proof consists in showing that there are two positive constants $\gamma$ and $\eta \leq \mu r$ such that the following two implications hold for all $x \in S$ :
(i) $\left\|f^{\prime}(x)\right\| \geq \eta \Rightarrow f\left(x^{+}\right)-f(x) \leq-\gamma$;
(ii) $\quad\left\|f^{\prime}(x)\right\|<\eta \Rightarrow h=1 \&\left\|f^{\prime}\left(x^{+}\right)\right\|<\eta$.

Suppose that we have managed to prove (i) and (ii). If $\left\|f^{\prime}\left(x_{k}\right)\right\| \geq \eta$ for $0 \leq k<m$, then

$$
f_{\min }-f\left(x_{0}\right) \leq f\left(x_{m}\right)-f\left(x_{0}\right)=\sum_{k=0}^{m-1}\left(f\left(x_{k}^{+}\right)-f\left(x_{k}\right)\right) \leq-m \gamma,
$$

because of property (i). This inequality can not hold for all $m$, and hence there is a smallest integer $k_{0}$ such that $\left\|f^{\prime}\left(x_{k_{0}}\right)\right\|<\eta$, and this integer must

satisfy the inequality

$$
k_{0} \leq\left(f\left(x_{0}\right)-f_{\min }\right) / \gamma .
$$

It now follows by induction from (ii) that the step size $h$ is equal to 1 for all $k \geq k_{0}$. The damped Newton algorithm is in other words a pure Newton algorithm from iteration $k_{0}$ and onwards. Because of Theorem 14.1.1,

$$
\left\|x_{k_{0}}-\hat{x}\right\| \leq \mu^{-1}\left\|f^{\prime}\left(x_{k_{0}}\right)\right\|<\mu^{-1} \eta \leq r \leq \mu L^{-1}
$$

so it follows from Theorem 15.2.3 that the sequence $\left(x_{k}\right)_{0}^{\infty}$ converges to $\hat{x}$, and more precisely, that the estimate

$$
\left\|x_{k+k_{0}}-\hat{x}\right\| \leq \frac{2 \mu}{L}\left(\frac{L}{2 \mu}\left\|x_{k_{0}}-\hat{x}\right\|\right)^{2^{k}} \leq \frac{2 \mu}{L} 2^{-2^{k}}
$$

holds for $k \geq 0$.
It thus only remains to prove the existence of numbers $\eta$ and $\gamma$ with the properties (i) and (ii). To this end, let

$$
S_{r}=S+\bar{B}(x ; r) ;
$$

the set $S_{r}$ is a convex and compact subset of $\Omega$, and the two continuous functions $f^{\prime}$ and $f^{\prime \prime}$ are therefore bounded on $S_{r}$, i.e. there are constants $K$ and $M$ such that

$$
\left\|f^{\prime}(x)\right\| \leq K \quad \text { and } \quad\left\|f^{\prime \prime}(x)\right\| \leq M
$$

for all $x \in S_{r}$. It follows from Theorem 7.4.1 in Part I that the derivative $f^{\prime}$ is Lipschitz continuous on the set $S_{r}$ with Lipschitz constant $M$, i.e.

$$
\left\|f^{\prime}(y)-f^{\prime}(x)\right\| \leq M\|y-x\|
$$

for $x, y \in S_{r}$.
We now define our numbers $\eta$ and $\gamma$ as

$$
\eta=\min \left\{\frac{3(1-2 \alpha) \mu^{2}}{L}, \mu r\right\} \text { and } \gamma=\frac{\alpha \beta c \mu}{M} \eta^{2}, \text { where } c=\min \left\{\frac{1}{M}, \frac{r}{K}\right\} .
$$

Let us first estimate the stepsize at a given point $x \in S$. Since

$$
\left\|\Delta x_{\mathrm{nt}}\right\| \leq \mu^{-1}\left\|f^{\prime}(x)\right\| \leq \mu^{-1} K
$$

the point $x+t \Delta x_{\mathrm{nt}}$ lies in i $S_{r}$ and especially also in $X$ if $0 \leq t \leq r \mu K^{-1}$. The function

$$
g(t)=f\left(x+t \Delta x_{\mathrm{nt}}\right)
$$

is therefore defined for these $t$-values, and since $f$ is $\mu$-strongly convex and the derivative is Lipschitz continuous with constant $M$ on $S_{r}$, it follows from Theorem 1.1.2 in Part I and Corollary 15.1.5 that

$$
\begin{aligned}
f\left(x+t \Delta x_{\mathrm{nt}}\right) & \leq f(x)+t\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle+\frac{1}{2} M\left\|\Delta x_{\mathrm{nt}}\right\|^{2} t^{2} \\
& \leq f(x)+t\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle+\frac{1}{2} M \mu^{-1} \lambda(f, x)^{2} t^{2} \\
& =f(x)+t\left(1-\frac{1}{2} M \mu^{-1} t\right)\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle .
\end{aligned}
$$

The number $\hat{t}=c \mu$ lies in the interval $\left[0, r \mu K^{-1}\right]$ and is less than or equal to $\mu M^{-1}$. Hence, $1-\frac{1}{2} M \mu^{-1} \hat{t} \geq \frac{1}{2} \geq \alpha$, which inserted in the above inequality gives

$$
f\left(x+\hat{t} \Delta x_{\mathrm{nt}}\right) \leq f(x)+\alpha \hat{t}\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle .
$$

Now, let $h=\beta^{m}$ be the step size given by Armijo's rule, which means that the Armijo algorithm terminates in iteration $m$. Since it does not terminate in iteration $m-1$, we conclude that $\beta^{m-1}>\hat{t}$, i.e.

$$
h \geq \beta \hat{t}=\beta c \mu,
$$

and this gives us the following estimate for the point $x^{+}=x+h \Delta x_{\mathrm{nt}}$ :

$$
\begin{aligned}
f\left(x^{+}\right)-f(x) & \leq \alpha h\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle=-\alpha h \lambda(f, x)^{2} \\
& \leq-\alpha \beta c \mu \lambda(f, x)^{2} \leq-\alpha \beta c \mu M^{-1}\left\|f^{\prime}(x)\right\|^{2}=-\gamma \eta^{-2}\left\|f^{\prime}(x)\right\|^{2}
\end{aligned}
$$

So, if $\left\|f^{\prime}(x)\right\| \geq \eta$ then $f\left(x^{+}\right)-f(x) \leq-\gamma$, which is the content of implication (i).

To prove the remaining implication (ii), we return to the function $g(t)=$ $f\left(x+t \Delta x_{\mathrm{nt}}\right)$, assuming that $\left\|f^{\prime}(x)\right\|<\eta$. The function is well-defined for $0 \leq t \leq 1$, since

$$
\left\|\Delta x_{\mathrm{nt}}\right\| \leq \mu^{-1}\left\|f^{\prime}(x)\right\|<\mu^{-1} \eta \leq r
$$

Moreover,

$$
g^{\prime}(t)=\left\langle f^{\prime}\left(x+t \Delta x_{\mathrm{nt}}\right), \Delta x_{\mathrm{nt}}\right\rangle \text { and } g^{\prime \prime}(t)=\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}\left(x+t \Delta x_{\mathrm{nt}}\right) \Delta x_{\mathrm{nt}}\right\rangle
$$

By Lipschitz continuity,

$$
\begin{aligned}
\left|g^{\prime \prime}(t)-g^{\prime \prime}(0)\right| & =\left|\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}\left(x+t \Delta x_{\mathrm{nt}}\right) \Delta x_{\mathrm{nt}}\right\rangle-\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}\right\rangle\right| \\
& \leq\left\|f^{\prime \prime}\left(x+t \Delta x_{\mathrm{nt}}\right)-f^{\prime \prime}(x)\right\|\left\|\Delta x_{\mathrm{nt}}\right\|^{2} \leq t L\left\|\Delta x_{\mathrm{nt}}\right\|^{3},
\end{aligned}
$$

and it follows, since $g^{\prime \prime}(0)=\lambda(f, x)^{2}$ and $\left\|\Delta x_{\text {nt }}\right\| \leq \mu^{-1 / 2} \lambda(f, x)$, that

$$
g^{\prime \prime}(t) \leq \lambda(f, x)^{2}+t L\left\|\Delta x_{\mathrm{nt}}\right\|^{3} \leq \lambda(f, x)^{2}+t L \mu^{-3 / 2} \lambda(f, x)^{3} .
$$

By integrating this inequality over the interval $[0, t]$, we obtain the inequality

$$
g^{\prime}(t)-g^{\prime}(0) \leq t \lambda(f, x)^{2}+\frac{1}{2} t^{2} L \mu^{-3 / 2} \lambda(f, x)^{3} .
$$

But $g^{\prime}(0)=\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle=-\lambda(f, x)^{2}$, so it follows that

$$
g^{\prime}(t) \leq-\lambda(f, x)^{2}+t \lambda(f, x)^{2}+\frac{1}{2} t^{2} L \mu^{-3 / 2} \lambda(f, x)^{3},
$$

and further integration results in the inequality

$$
g(t)-g(0) \leq-t \lambda(f, x)^{2}+\frac{1}{2} t^{2} \lambda(f, x)^{2}+\frac{1}{6} t^{3} L \mu^{-3 / 2} \lambda(f, x)^{3} .
$$

Now, take $t=1$ to obtain

$$
\begin{align*}
f\left(x+\Delta x_{\mathrm{nt}}\right) & \leq f(x)-\frac{1}{2} \lambda(f, x)^{2}+\frac{1}{6} L \mu^{-3 / 2} \lambda(f, x)^{3}  \tag{15.7}\\
& =f(x)-\lambda(f, x)^{2}\left(\frac{1}{2}-\frac{1}{6} L \mu^{-3 / 2} \lambda(f, x)\right) \\
& =f(x)+\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle\left(\frac{1}{2}-\frac{1}{6} L \mu^{-3 / 2} \lambda(f, x)\right) .
\end{align*}
$$

Our assumption $\left\|f^{\prime}(x)\right\|<\eta$ implies that
$\lambda(f, x) \leq \mu^{-1 / 2}\left\|f^{\prime}(x)\right\|<\mu^{-1 / 2} \eta \leq \mu^{-1 / 2} \cdot 3(1-2 \alpha) \mu^{2} L^{-1}=3(1-2 \alpha) \mu^{3 / 2} L^{-1}$.
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We conclude that

$$
\frac{1}{2}-\frac{1}{6} L \mu^{-3 / 2} \lambda(f, x)>\alpha,
$$

which inserted into inequality (15.7) gives us the inequality

$$
f\left(x+\Delta x_{\mathrm{nt}}\right) \leq f(x)+\alpha\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle,
$$

which tells us that the step size $h$ is equal to 1 .
The iteration leading from $x$ to $x^{+}=x+h \Delta x_{\mathrm{nt}}$ is therefore performed according to the pure Newton method. Due to the inequality

$$
\|x-\hat{x}\| \leq \mu^{-1}\left\|f^{\prime}(x)\right\|<\mu^{-1} \eta \leq r
$$

which holds by Theorem 14.1.1, $x$ is a point in the ball $B(\hat{x} ; r)$, so it follows from the local convergence Theorem 15.2.2 that

$$
\begin{equation*}
\left\|f^{\prime}\left(x^{+}\right)\right\| \leq \frac{L}{2 \mu^{2}}\left\|f^{\prime}(x)\right\|^{2} . \tag{15.8}
\end{equation*}
$$

Since $\eta \leq \mu r \leq \mu^{2} / L$,

$$
\left\|f^{\prime}\left(x^{+}\right)\right\|<\frac{L}{2 \mu^{2}} \eta^{2} \leq \frac{\eta}{2}<\eta,
$$

and the proof is now complete.
By iterating inequality (15.8), one obtains in fact the estimate

$$
\left\|f^{\prime}\left(x_{k}\right)\right\| \leq \frac{2 \mu^{2}}{L}\left(\frac{L}{2 \mu^{2}}\left\|f^{\prime}\left(x_{k_{0}}\right)\right\|\right)^{2^{k-k_{0}}}<\frac{2 \mu^{2}}{L} 2^{-2^{k-k_{0}}}
$$

for $k \geq k_{0}$, and it now follows from Theorem 14.1.1 that

$$
f\left(x_{k}\right)-f_{\min }<\frac{2 \mu^{3}}{L^{2}} 2^{-2^{k-k_{0}+1}}
$$

for $k \geq k_{0}$. Combining this estimate with the previously obtained bound on $k_{0}$, one obtains an upper bound on the number of iterations required to estimate the minimum value $f_{\text {min }}$ with a given accuracy. If

$$
k>\frac{f\left(x_{0}\right)-f_{\min }}{\gamma}+\log _{2} \log _{2} \frac{2 \mu^{3}}{L^{2} \epsilon},
$$

then surely $f\left(x_{k}\right)-f_{\min }<\epsilon$. This estimate, however, is of no practical value, because the constants $\gamma, \mu$ and $L$ are rarely known in concrete cases.

Another shortcoming of the classical convergence analysis of Newton's method is that the convergence constants, unlike the algorithm itself, depend on the coordinate system used. For self-concordant functions, it is however possible to carry out the convergence analysis without any unknown constants, as we shall do in Chapter 16.5.

### 15.3 Equality constraints

With only minor modifications, Newton's algorithm also works well when applied to convex optimization problems with constraints in the form of affine equalities.

Consider the convex optimization problem

$$
\begin{array}{ll}
\min & f(x)  \tag{P}\\
\text { s.t. } & A x=b
\end{array}
$$

where $f: \Omega \rightarrow \mathbf{R}$ is a twice continuously differentiable convex function, $\Omega$ is an open subset of $\mathbf{R}^{n}$, and $A$ is an $m \times n$-matrix.

The problem's Lagrange function $L: \Omega \times \mathbf{R}^{m} \rightarrow \mathbf{R}$ is given by

$$
L(x, y)=f(x)+(A x-b)^{T} y=f(x)+x^{T} A^{T} y-b^{T} y
$$

and according to the Karush-Kuhn-Tucker theorem (Theorem 11.2.1 in Part II), a point $\hat{x}$ in $\Omega$ is an optimal solution if and only if there is a vector $\hat{y} \in \mathbf{R}^{m}$ such that

$$
\left\{\begin{align*}
f^{\prime}(\hat{x})+A^{T} \hat{y} & =0  \tag{15.9}\\
A \hat{x} & =b .
\end{align*}\right.
$$

Therefore, the minimization problem ( P ) is equivalent to the problem of solving the system (15.9) of linear equations.

Example 15.3.1. When $f$ is a convex quadratic function of the form

$$
f(x)=\frac{1}{2}\langle x, P x\rangle+\langle q, x\rangle+r,
$$

the linear system (15.9) becomes

$$
\left\{\begin{aligned}
P \hat{x}+A^{T} \hat{y} & =-q \\
A \hat{x} & =b,
\end{aligned}\right.
$$

and this is a quadratic system of linear equations with a symmetric coefficient matrix of order $m+n$. The system has a unique solution if $\operatorname{rank} A=m$ and $\mathcal{N}(A) \cap \mathcal{N}(P)=\{0\}$. See exercise 15.4. In particular, there is a unique solution if the matrix $P$ is positive definite and $\operatorname{rank} A=m$.

We now return to the general convex minimization problem (P). Let $X$ denote the set of feasible points, so that

$$
X=\{x \in \Omega \mid A x=b\} .
$$

In optimization problems without any constraints, the descent direction $\Delta x_{\mathrm{nt}}$ at the point $x$ is a vector which miminizes the Taylor polynom of degree
two of the function $f(x+v)$, and the minimization is over all vectors $v$ in $\mathbf{R}^{n}$. As a new point $x^{+}$with function value less than $f(x)$ we select $x^{+}=x+h \Delta x_{\mathrm{nt}}$ with a suitable step size $h$. In constrained problems, the new point $x^{+}$has to be a feasible point, of course, and this requires that $A \Delta x_{\mathrm{nt}}=0$. The minimization of the Taylor polynomial is therefore restricted to vectors $v$ that satisfy the condition $A v=0$, and this means that we have to modify our previous definition of Newton direction and decrement as follows for constrained optimization problems.

Definition. In the equality constrained minimization problem (P), a vector $\Delta x_{\mathrm{nt}}$ is called a Newton direction at the point $x \in X$ if there exists a vector $w \in \mathbf{R}^{m}$ such that

$$
\left\{\begin{align*}
f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}+A^{T} w & =-f^{\prime}(x)  \tag{15.10}\\
A \Delta x_{\mathrm{nt}} & =0 .
\end{align*}\right.
$$

The quantity

$$
\lambda(f, x)=\sqrt{\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}\right\rangle}
$$

is called the Newton decrement.


It follows from Example 15.3.1 that the Newton direction $\Delta x_{\mathrm{nt}}$ (if it exists) is an optimal solution to the minimization problem

$$
\begin{array}{ll}
\min & f(x)+\left\langle f^{\prime}(x), v\right\rangle+\frac{1}{2}\left\langle v, f^{\prime \prime}(x) v\right\rangle \\
\text { s.t. } & A v=0 .
\end{array}
$$

And if $\left(\Delta x_{\mathrm{nt}}, w\right)$ is a solution to the system (15.10), then

$$
\begin{aligned}
-\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle & =\left\langle f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}+A^{T} w, \Delta x_{\mathrm{nt}}\right\rangle \\
& =\left\langle f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}, \Delta x_{\mathrm{nt}}\right\rangle+\left\langle w, A \Delta x_{\mathrm{nt}}\right\rangle \\
& =\left\langle f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}, \Delta x_{\mathrm{nt}}\right\rangle+\langle w, 0\rangle=\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}\right\rangle,
\end{aligned}
$$

so it follows that

$$
\lambda(f, x)=\sqrt{-\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle},
$$

just as for unconstrained problems.
The objective function is decreasing in the Newton direction, because

$$
\left.\frac{d}{d t} f\left(x+t \Delta x_{\mathrm{nt}}\right)\right|_{t=0}=\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle=-\lambda(f, x)^{2} \leq 0
$$

so $\Delta x_{\mathrm{nt}}$ is indeed a descent direction.
Let $P(v)$ denote the Taylor polynomial of degree two of the function $f(x+v)$. Then

$$
\begin{aligned}
f(x)-f\left(x+\Delta x_{\mathrm{nt}}\right) & \approx P(0)-P\left(\Delta x_{\mathrm{nt}}\right) \\
& =-\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle-\frac{1}{2}\left\langle\Delta x_{\mathrm{nt}}, f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}\right\rangle=\frac{1}{2} \lambda(f, x)^{2},
\end{aligned}
$$

just as in the unconstrained case.
With our modified definition of the Newton direction, we can now copy Newton's method verbatim for convex minimization problem of the type

$$
\begin{array}{ll}
\min & f(x) \\
\text { s.t. } & A x=b .
\end{array}
$$

The algorithm looks like this:

## Newton's method

Given a starting point $x \in \Omega$ satisfying the constraint $A x=b$, and a tolerance $\epsilon>0$.

## Repeat

1. Compute the Newton direction $\Delta x_{\mathrm{nt}}$ at $x$ by solving the system of equations (15.10), and compute the Newton decrement $\lambda(f, x)$.
2. Stopping criterion: stop if $\lambda(f, x)^{2} \leq 2 \epsilon$.
3. Compute a step size $h>0$.
4. Update: $x:=x+h \Delta x_{\mathrm{nt}}$.

## Elimination of constraints

An alternative approach to the optimization problem

$$
\begin{array}{ll}
\min & f(x)  \tag{P}\\
\text { s.t. } & A x=b,
\end{array}
$$

with $x \in \Omega$ as implicit condition and $r=\operatorname{rank} A$, is to solve the system of equations $A x=b$ and to express $r$ variables as linear combinations of the remaining $n-r$ variables. The former variables can then be eliminated from the objective function, and we obtain in this way an optimization problem in $n-r$ variables without explicit constraints, a problem that can be attacked with Newton's method. We will describe this approach in more detail and compare it with the method above.

Suppose that the set $X$ of feasible points is nonempty, choose a point $a \in X$, and select an affine parametrization

$$
x=\xi(z), \quad z \in \tilde{\Omega}
$$

of $X$ with $\xi(0)=a$. Since $\left\{x \in \mathbf{R}^{n} \mid A x=b\right\}=a+\mathcal{N}(A)$, we can write the parametrization as

$$
\xi(z)=a+C z
$$

where $C: \mathbf{R}^{p} \rightarrow \mathbf{R}^{n}$ is an injective linear map, whose range $\mathcal{V}(C)$ coincides with the null space $\mathcal{N}(A)$ of the map $A$, and $p=n-\operatorname{rank} A$. The domain $\tilde{\Omega}=\left\{z \in \mathbf{R}^{p} \mid a+C z \in \Omega\right\}$ is an open convex subset of $\mathbf{R}^{p}$.

A practical way to construct the parametrization is of course to solve the system $A x=b$ by Gaussian elimination.

Let us finally define the function $\tilde{f}: \tilde{\Omega} \rightarrow \mathbf{R}$ by setting $\tilde{f}(z)=f(\xi(z))$. The problem ( P ) is then equivalent to the convex optimization problem

$$
\begin{equation*}
\min \tilde{f}(z) \tag{P}
\end{equation*}
$$

which has no explicit constraints.
Let $\Delta x_{\mathrm{nt}}$ be a Newton direction of the function $f$ at the point $x$, i.e. a vector that satisfies the system (15.10) for a suitably chosen vector $w$. We will show that the function $\tilde{f}$ has a corresponding Newton direction $\Delta z_{\mathrm{nt}}$ at the point $z=\xi^{-1}(x)$, and that $\Delta x_{\mathrm{nt}}=C \Delta z_{\mathrm{nt}}$.

Since $A \Delta x_{\mathrm{nt}}=0$ and $\mathcal{N}(A)=\mathcal{V}(C)$, there is a unique vector $v$ such that $\Delta x_{\mathrm{nt}}=C v$. By the chain rule, $\tilde{f}^{\prime}(z)=C^{T} f^{\prime}(x)$ and $\tilde{f}^{\prime \prime}(z)=C^{T} f^{\prime \prime}(x) C$, so it follows from the first equation in the system (15.10) that

$$
\begin{aligned}
\tilde{f}^{\prime \prime}(z) v & =C^{T} f^{\prime \prime}(x) C v=C^{T} f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}=-C^{T} f^{\prime}(x)-C^{T} A^{T} w \\
& =-\tilde{f}^{\prime}(z)-C^{T} A^{T} w .
\end{aligned}
$$

A general result from linear algebra tells us that $\mathcal{N}(S)=\mathcal{V}\left(S^{T}\right)^{\perp}$ for arbitrary linear maps $S$. Applying this result to the maps $C^{T}$ and $A$, and using that $\mathcal{V}(C)=\mathcal{N}(A)$, we obtain the equality

$$
\mathcal{N}\left(C^{T}\right)=\mathcal{V}(C)^{\perp}=\mathcal{N}(A)^{\perp}=\mathcal{V}\left(A^{T}\right)^{\perp \perp}=\mathcal{V}\left(A^{T}\right)
$$

which implies that $C^{T} A^{T} w=0$. Hence,

$$
\tilde{f}^{\prime \prime}(z) v=-\tilde{f}^{\prime}(z),
$$

and $v$ is thus a Newton direction of the function $\tilde{f}$ at the point $z$. So, $\Delta z_{\mathrm{nt}}=v$ is the direction vector we are looking for.

The iteration step $z \rightarrow z^{+}=z+h \Delta z_{\text {nt }}$ in Newton's method for the unconstrained problem ( $\tilde{\mathrm{P}})$ takes us from the point $z=\xi^{-1}(x)$ in $\tilde{\Omega}$ to the point $z^{+}$whose image in $X$ is

$$
\begin{aligned}
\xi\left(z^{+}\right) & =\xi\left(z+h \Delta z_{\mathrm{nt}}\right)=a+C\left(z+h \Delta z_{\mathrm{nt}}\right)=a+C z+h C\left(\Delta z_{\mathrm{nt}}\right) \\
& =\xi(z)+h \Delta x_{\mathrm{nt}}=x+h \Delta x_{\mathrm{nt}},
\end{aligned}
$$

and this is also the point we get by applying Newton's method to the point $x$ in the constrained problem (P)


Also note that the Newton decrements are the same at corresponding points, because

$$
\begin{aligned}
\lambda(\tilde{f}, z)^{2} & =-\left\langle\tilde{f}^{\prime}(z), \Delta z_{\mathrm{nt}}\right\rangle=-\left\langle C^{T} f^{\prime}(x), \Delta z_{\mathrm{nt}}\right\rangle=-\left\langle f^{\prime}(x), C \Delta z_{\mathrm{nt}}\right\rangle \\
& =-\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle=\lambda(f, x)^{2} .
\end{aligned}
$$

In summary, we have arrived at the following result.
Theorem 15.3.1. Let $\left(x_{k}\right)_{0}^{\infty}$ be a sequence of points obtained by Newton's method applied to the constrained problem (P). Newton's method applied to the problem ( $\tilde{\mathrm{P}})$, obtained by elimination of the constraints and with $\xi^{-1}\left(x_{0}\right)$ as initial point, will then generate a sequence $\left(z_{k}\right)_{0}^{\infty}$ with the property that $x_{k}=\xi\left(z_{k}\right)$ for all $k$.

## Convergence analysis

No new convergence analysis is needed for the modified version of Newton's method, for we can, because of Theorem 15.3.1, apply the results of Theorem 15.2.4. If the restriction of the function $f: \Omega \rightarrow \mathbf{R}$ to the set $X$ of feasible points is strongly convex and the second derivative is Lipschitz continuous, then the same also holds for the function $\tilde{f}: \tilde{\Omega} \rightarrow \mathbf{R}$. (Cf. with exercise 15.5.) Assuming $x_{0}$ to be a feasible starting point and the sublevel set $\left\{x \in X \mid f(x) \leq f\left(x_{0}\right)\right\}$ to be closed, the damped Newton algorithm will therefore converge to the minimum point when applied to the constrained problem (P). Close enough to the minimum point, the step size $h$ will also be equal to 1 , and the convergence will be quadratic.

## Exercises

15.1 Determine the Newton direction, the Newton decrement and the local norm at an arbitrary point $x>0$ for the function $f(x)=x \ln x-x$.
15.2 Let $f$ be the function $f\left(x_{1}, x_{2}\right)=-\ln x_{1}-\ln x_{2}-\ln \left(4-x_{1}-x_{2}\right)$ with $X=\left\{x \in \mathbf{R}^{2} \mid x_{1}>0, x_{2}>0, x_{1}+x_{2}<4\right\}$ as domain. Determine the Newton direction, the Newton decrement and the local norm at the point $x$ when
a) $x=(1,1)$
b) $x=(1,2)$.
15.3 Determine a Newton direction, the Newton decrement and the local norm for the function $f\left(x_{1}, x_{2}\right)=\mathrm{e}^{x_{1}+x_{2}}+x_{1}+x_{2}$ at an arbitrary point $x \in \mathbf{R}^{2}$.
15.4 Assume that $P$ is a symmetric positive semidefinite $n \times n$-matrix and that
$A$ is an arbitrary $m \times n$-matrix. Prove that the matrix

$$
M=\left[\begin{array}{cc}
P & A^{T} \\
A & 0
\end{array}\right]
$$

is invertible if and only if $\operatorname{rank} A=m$ and $\mathcal{N}(A) \cap \mathcal{N}(P)=\{0\}$.
15.5 Assume that the function $f: \Omega \rightarrow \mathbf{R}$ is twice differentiable and convex, let $x=\xi(z)=a+C z$ be an affine parametrization of the set

$$
X=\{x \in \Omega \mid A x=b\}
$$

and define the function $\tilde{f}$ by $\tilde{f}(z)=f(\xi(z))$, just as in Section 15.3. Let further $\sigma$ denote the smallest eigenvalue of the symmetric matrix $C^{T} C$.
a) Prove that $\tilde{f}$ is $\mu \sigma$-strongly convex if the restriction of $f$ to $X$ is $\mu$-strongly convex.
b) Assume that the matrix $A$ has full rank and that there are constants $K$ and $M$ such that $A x=b$ implies

$$
\left\|\left[\begin{array}{cc}
f^{\prime \prime}(x) & A^{T} \\
A & 0
\end{array}\right]^{-1}\right\| \leq K \quad \text { and } \quad\left\|f^{\prime \prime}(x)\right\| \leq M
$$

Show that $\tilde{f}$ is $\mu$-strongly convex with convexity constant $\mu=\sigma K^{-2} M^{-1}$.
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## Chapter 16

## Self-concordant functions

Self-concordant functions were introduced by Nesterov and Nemirovski in the late 1980s as a product of their analysis of the speed of convergence of Newton's method. Classic convergence results for two times continuously differentiable functions assume that the second derivative is Lipschitz continuous, and the convergence rate depends on the Lipschitz constant. One obvious weakness of these results is that the value of the Lipschitz constant, unlike Newton's method, is not invariant under affine coordinate transformations.

Suppose that a function $f$, which is defined on an open convex subset $X$ of $\mathbf{R}^{n}$, has a Lipschitz continuous second derivative with Lipschitz constant $L$, i.e. that

$$
\left\|f^{\prime \prime}(y)-f^{\prime \prime}(x)\right\| \leq L\|y-x\|
$$

for all $x, y \in X$. For the restriction $\phi_{x, v}(t)=f(x+t v)$ of $f$ to a line through $x$ with direction vector $v$, this means that
$\left|\phi_{x, v}^{\prime \prime}(t)-\phi_{x, v}^{\prime \prime}(0)\right|=\left|\left\langle v,\left(f^{\prime \prime}(x+t v)-f^{\prime \prime}(x)\right) v\right\rangle\right| \leq L\|x+t v-x\|\|v\|^{2}=L|t|\|v\|^{3}$.
So if the function $f$ is three times differentiable, then consequently

$$
\left|\phi_{x, v}^{\prime \prime \prime}(0)\right|=\lim _{t \rightarrow 0}\left|\frac{\phi_{x, v}^{\prime \prime}(t)-\phi_{x, v}^{\prime \prime}(0)}{t}\right| \leq L\|v\|^{3} .
$$

But

$$
\phi_{x, v}^{\prime \prime \prime}(0)=\sum_{i, j, k=1}^{n} \frac{\partial^{3} f(x)}{\partial x_{i} \partial x_{j} \partial x_{k}} v_{i} v_{j} v_{k}=D^{3} f(x)[v, v, v],
$$

so a necessary condition for a three times differentiable function $f$ to have a Lipschitz continuous second derivative with Lipschitz constant $L$ is that

$$
\begin{equation*}
\left|D^{3} f(x)[v, v, v]\right| \leq L\|v\|^{3} \tag{16.1}
\end{equation*}
$$

for all $x \in X$ and all $v \in \mathbf{R}^{n}$, and it is easy to show this is also a sufficient condition.

The reason why the value of the Lipschitz constant is not affinely invariant is that there is no natural connection between the Euclidean norm $\|\cdot\|$ and the function $f$. The analysis of a function's behavior is simplified if we instead use a norm that is adapted to the form of the level surfaces, and for functions with a positive semidefinite second derivative $f^{\prime \prime}(x)$, such a (semi)norm is the local seminorm $\|\cdot\|_{x}$, introduced in the previous chapter and defined as $\|v\|_{x}=\sqrt{\left\langle v, f^{\prime \prime}(x) v\right\rangle}$. Nesterov-Nemirovski's stroke of genius consisted in replacing $\|\cdot\|$ with the local seminorm $\|\cdot\|_{x}$ in the inequality (16.1). For the function class obtained in this way, it is possible to describe the convergence rate of Newton's method in an affinely independent way and with absolute constants.

### 16.1 Self-concordant functions

We are now ready for Nesterov-Nemirovski's definition of self-concordance and for a study of the basic properties of self-concordant functions.

Definition. Let $f: X \rightarrow \mathbf{R}$ be a three times continuously differentiable function with an open convex subset $X$ of $\mathbf{R}^{n}$ as domain. The function is called self-concordant if it is convex, and the inequality

$$
\begin{equation*}
\left|D^{3} f(x)[v, v, v]\right| \leq 2\left(D^{2} f(x)[v, v]\right)^{3 / 2} \tag{16.2}
\end{equation*}
$$

holds for all $x \in X$ and all $v \in \mathbf{R}^{n}$.
Since $D^{2} f(x)[v, v]=\|v\|_{x}^{2}$, where $\|\cdot\|_{x}$ is the local seminorm defined by the function $f$ at the point $x$, we can also write the defining inequality (16.2) as

$$
\left|D^{3} f(x)[v, v, v]\right| \leq 2\|v\|_{x}^{3},
$$

and it is this shorter version that we will prefer, when we work with a single function $f$.
Remark 1. There is nothing special about the constant 2 in inequality (16.2). If $f$ satisfies the inequality $\left|D^{3} f(x)[v, v, v]\right| \leq K\|v\|_{x}^{3}$, then the function $F=\frac{1}{4} K^{2} f$, obtained from $f$ by scaling, is self-concordant. The choice of 2 as the constant facilitates, however, the wording of a number of results.

Remark 2. For functions $f$ defined on subsets of the real axis and $v \in \mathbf{R}$, $\|v\|_{x}^{2}=f^{\prime \prime}(x) v^{2}$ and $D^{3} f(x)[v, v, v]=f^{\prime \prime \prime}(x) v^{3}$. Hence, a convex function $f: X \rightarrow \mathbf{R}$ is self-concordant if and only if

$$
\left|f^{\prime \prime \prime}(x)\right| \leq 2 f^{\prime \prime}(x)^{3 / 2}
$$

for all $x \in X$.
Remark 3. In terms of the restriction $\phi_{x, v}(t)=f(x+t v)$ of the function $f$ to the line through $x$ with direction $v$, we can equivalently write the inequality

$$
\left|D^{3} f(x+t v)[v, v, v]\right| \leq 2\|v\|_{x+t v}^{3}
$$

as $\left|\phi_{x, v}^{\prime \prime \prime}(t)\right| \leq 2 \phi_{x, v}^{\prime \prime}(t)^{3 / 2}$. A three times continuously differentiable convex function of several variables is therefore self-concordant if and only if all its restrictions to lines are self-concordant.

Example 16.1.1. The convex function $f(x)=-\ln x$ is self-concordant on its domain $\mathbf{R}_{++}$. Indeed, inequality (16.2) holds with equality for this function, since $f^{\prime \prime}(x)=x^{-2}$ and $f^{\prime \prime \prime}(x)=-2 x^{-3}$.

Example 16.1.2. Convex quadratic functions $f(x)=\frac{1}{2}\langle x, A x\rangle+\langle b, x\rangle+c$ are self-concordant since $D^{3} f(x)[v, v, v]=0$ for all $x$ and $v$.

Hence, affine functions are self-concordant, and the function $x \mapsto\|x\|^{2}$, where $\|\cdot\|$ is the Euclidean norm, is self-concordant.


The expression

$$
D^{3} f(x)[u, v, w]=\sum_{i, k, k=1}^{n} \frac{\partial^{3} f(x)}{\partial x_{i} \partial x_{j} \partial x_{k}} u_{i} v_{j} w_{k}
$$

is a symmetric trilinear form in the variables $u, v$, and $w$, if the function $f$ is three times continuously differentiable in a neighborhood of the point $x$. For self-concordant functions we have the following generalization of inequality (16.2) in the definition of self-concordance.

Theorem 16.1.1. Suppose $f: X \rightarrow \mathbf{R}$ is a self-concordant function. Then,

$$
\left|D^{3} f(x)[u, v, w]\right| \leq 2\|u\|_{x}\|v\|_{x}\|w\|_{x}
$$

for all $x \in X$ and all vectors $u, v, w$ in $\mathbf{R}^{n}$.
Proof. The proof is based on a general theorem on norms of symmetric trilinear forms, which is proven in an appendix to this chapter.

Assume first that $x$ is a point where the second derivative $f^{\prime \prime}(x)$ is positive definite. Then $\|\cdot\|_{x}$ is a norm with $\langle u, v\rangle_{x}=\left\langle u, f^{\prime \prime}(x) v\right\rangle$ as the corresponding scalar product. We can therefore apply Theorem 1 of the appendix to the symmetric trilinear form $D^{3} f(x)[u, v, w]$ with $\|\cdot\|_{x}$ as the underlying norm, and it follows that

$$
\sup _{u, v, w \neq 0} \frac{\left|D^{3} f(x)[u, v, w]\right|}{\|u\|_{x}\|v\|_{x}\|w\|_{x}}=\sup _{v \neq 0} \frac{\left|D^{3} f(x)[v, v, v]\right|}{\|v\|_{x}^{3}} \leq 2
$$

which is equivalent to the assertion of the theorem.
To cope with points where the second derivative is singular, we consider for $\epsilon>0$ the scalar product

$$
\langle u, v\rangle_{x, \epsilon}=\left\langle u, f^{\prime \prime}(x) v\right\rangle+\epsilon\langle u, v\rangle,
$$

where $\langle\cdot, \cdot\rangle$ is the usual standard scalar product, and the corresponding norm

$$
\|v\|_{x, \epsilon}=\sqrt{\langle v, v\rangle_{x, \epsilon}}=\sqrt{\|v\|_{x}^{2}+\epsilon\|v\|^{2}} .
$$

Obviously, $\|v\|_{x} \leq\|v\|_{x, \epsilon}$ for all vectors $v$, and hence

$$
\left|D^{3} f(x)[v, v, v]\right| \leq 2\|v\|_{x, \epsilon}^{3}
$$

for all $v$, since $f$ is self-concordant. It now follows from Theorem 1 in the appendix that

$$
\begin{aligned}
\left|D^{3} f(x)[u, v, w]\right| & \leq 2\|u\|_{x, \epsilon}\|v\|_{x, \epsilon}\|w\|_{x, \epsilon} \\
& =2 \sqrt{\left(\|u\|_{x}^{2}+\epsilon\|u\|^{2}\right)\left(\|v\|_{x}^{2}+\epsilon\|v\|^{2}\right)\left(\|w\|_{x}^{2}+\epsilon\|u\| w^{2}\right)},
\end{aligned}
$$

and we get the sought-after inequality by letting $\epsilon \rightarrow 0$.

Theorem 16.1.2. The second derivative $f^{\prime \prime}(x)$ of a self-concordant function $f: X \rightarrow \mathbf{R}$ has the same null space $\mathcal{N}\left(f^{\prime \prime}(x)\right)$ at all points $x \in X$.

Proof. We recall that $\mathcal{N}\left(f^{\prime \prime}(x)\right)=\left\{v \mid\|v\|_{x}=0\right\}$.
Let $x$ and $y$ be two points in $X$. For reasons of symmetry, we only have to show the inclusion $\mathcal{N}\left(f^{\prime \prime}(x)\right) \subseteq \mathcal{N}\left(f^{\prime \prime}(y)\right)$.

Assume therefore that $v \in \mathcal{N}\left(f^{\prime \prime}(x)\right)$ and let $x^{t}=x+t(y-x)$. Since $X$ is an open convex set, there is certainly a number $a>1$ such that the points $x^{t}$ lie in $X$ for $0 \leq t \leq a$, and we now define a function $g:[0, a] \rightarrow \mathbf{R}$ by setting

$$
g(t)=D^{2} f\left(x^{t}\right)[v, v]=\|v\|_{x^{t}}^{2} .
$$

Then $g(0)=\|v\|_{x}^{2}=0$ and $g(t) \geq 0$ for $0 \leq t \leq a$, and since

$$
g^{\prime}(t)=D^{3} f\left(x^{t}\right)[v, v, y-x],
$$

it follows from Theorem 16.1.1 that

$$
\left|g^{\prime}(t)\right| \leq 2\|v\|_{x^{t}}^{2}\|y-x\|_{x^{t}}=2 g(t)\|y-x\|_{x^{t}}
$$

But the seminorm

$$
\|y-x\|_{x^{t}}=\sqrt{D^{2} f\left(x^{t}\right)[y-x, y-x]}
$$

depends continuously on $t$, and it is therefore bounded above by some constant $C$ on the interval $[0, a]$. Hence,

$$
\left|g^{\prime}(t)\right| \leq 2 C g(t)
$$

for $0 \leq t \leq a$. It now follows from Theorem 2 in the appendix to this chapter that $g(t)=0$ for all $t$, and in particular, $g(1)=\|v\|_{y}^{2}=0$, which proves that $v \in \mathcal{N}\left(f^{\prime \prime}(y)\right)$. This proves the inclusion $\mathcal{N}\left(f^{\prime \prime}(x)\right) \subseteq \mathcal{N}\left(f^{\prime \prime}(y)\right)$.

Our next corollary is just a special case of Theorem 16.1.2, because $f^{\prime \prime}(x)$ is non-singular if and only if $\mathcal{N}\left(f^{\prime \prime}(x)\right)=\{0\}$.

Corollary 16.1.3. The second derivative of a self-concordant function is either non-singular at all points or singular at all points.

A self-concordant function will be called non-degenerate if its second derivative is positive definite at all points, and by the above corollary, that is the case if the second derivative is positive definite at one single point.

A non-degenerate self-concordant function is in particular strictly convex.

## Operations that preserve self-concordance

Theorem 16.1.4. If $f$ is a self-concordant function and $\alpha \geq 1$, then $\alpha f$ is self-concordant.

Proof. If $\alpha \geq 1$, then $\alpha \leq \alpha^{3 / 2}$, and it follows that

$$
\begin{aligned}
\left|D^{3}(\alpha f)(x)[v, v, v]\right| & =\alpha\left|D^{3} f(x)[v, v, v]\right| \leq 2 \alpha\left(D^{2} f(x)[v, v]\right)^{3 / 2} \\
& \leq 2\left(\alpha D^{2} f(x)[v, v]\right)^{3 / 2}=2\left(D^{2}(\alpha f)(x)[v, v]\right)^{3 / 2}
\end{aligned}
$$

Theorem 16.1.5. The sum $f+g$ of two self-concordant functions $f$ and $g$ is self-concordant on its domain.

Proof. We use the elementary inequality

$$
a^{3 / 2}+b^{3 / 2} \leq(a+b)^{3 / 2}
$$

which holds for all nonnegative numbers $a, b$ (and is easily proven by squaring both sides) and the triangle inequality to obtain


$$
\begin{aligned}
\left|D^{3}(f+g)(x)[v, v, v]\right| & =\left|D^{3} f(x)[v, v, v]+D^{3} g(x)[v, v, v]\right| \\
& \leq 2\left(D^{2} f(x)[v, v]\right)^{3 / 2}+2\left(D^{2} g(x)[v, v]\right)^{3 / 2} \\
& \leq 2\left(D^{2} f(x)[v, v]+D^{2} g(x)[v, v]\right)^{3 / 2} \\
& =2\left(D^{2}(f+g)(x)[v, v]\right)^{3 / 2} .
\end{aligned}
$$

Theorem 16.1.6. If the function $f: X \rightarrow \mathbf{R}$ is self-concordant, where $X$ is an open convex subset of $\mathbf{R}^{n}$, and $A$ is an affine map from $\mathbf{R}^{m}$ to $\mathbf{R}^{n}$, then the composition $g=f \circ A$ is a self-concordant function on its domain $A^{-1}(X)$.

Proof. The affine map $A$ can be written as $A y=C y+b$, where $C$ is a linear map and $b$ is a vector. Let $y$ be a point in $A^{-1}(X)$ and let $u$ be a vector in $\mathbf{R}^{m}$, and write $x=A y$ och $v=C u$. According to the chain rule,

$$
\begin{aligned}
D^{2} g(y)[u, u] & =D^{2} f(A y)[C u, C u]=D^{2} f(x)[v, v] \quad \text { and } \\
D^{3} g(y)[u, u, u] & =D^{3} f(A y)[C u, C u, C u]=D^{3} f(x)[v, v, v],
\end{aligned}
$$

so it follows that

$$
\begin{aligned}
\left|D^{3} g(y)[u, u, u]\right| & =\left|D^{3} f(x)[v, v, v]\right| \leq 2\left(D^{2} f(x)[v, v]\right)^{3 / 2} \\
& =2\left(D^{2} g(y)[u, u]\right)^{3 / 2}
\end{aligned}
$$

Example 16.1.3. It follows from Example 16.1.1 and Theorem 16.1.6 that the function $f(x)=-\ln (b-\langle c, x\rangle)$ with domain $\left\{x \in \mathbf{R}^{n} \mid\langle c, x\rangle<b\right\}$ is self-concordant.

Example 16.1.4. Suppose that the polyhedron

$$
X=\bigcap_{j=1}^{p}\left\{x \in \mathbf{R}^{n} \mid\left\langle c_{j}, x\right\rangle \leq b_{j}\right\}
$$

has nonempty interior. The function $f(x)=-\sum_{j=1}^{p} \ln \left(b_{j}-\left\langle c_{j}, x\right\rangle\right)$, with int $X$ as domain, is self-concordant.

### 16.2 Closed self-concordant functions

In Section 6.7 of Part I we studied the recessive subspace of arbitrary convex functions. The properties of the recessive subspace of a closed self-concordant function is given by the following theorem.

Theorem 16.2.1. Suppose that $f: X \rightarrow \mathbf{R}$ is a closed self-concordant function. The function's recessive subspace $V_{f}$ is then equal to the null space $\mathcal{N}\left(f^{\prime \prime}(x)\right.$ of the second derivative $f^{\prime \prime}(x)$ at an arbitrary point $x \in X$. Moreover,
(i) $X=X+V_{f}$.
(ii) $f(x+v)=f(x)+D f(x)[v]$ for all vectors $v \in V_{f}$.
(iii) If $\lambda(f, x)<\infty$, then $f(x+v)=f(x)$ for all $v \in V_{f}$.

Proof. Assertions (i) and (ii) are true for the recessive subspace of an arbitrary differentiable convex function according to Theorem 6.7.1, so we only have to prove the remaining assertions.

Let $x$ be an arbitrary point in $X$ and let $v$ be an arbitrary vector in $\mathbf{R}^{n}$, and consider the restriction $\phi_{x, v}(t)=f(x+t v)$ of $f$ to the line through $x$ with direction $v$. The domain of $\phi_{x, v}$ is an open interval $\left.I=\right] \alpha, \beta[$ around 0 .

First suppose that $v \in V_{f}$. Then

$$
\phi_{x, v}(t)=f(x)+t D f(x)[v]
$$

for all $t \in I$ becuse of property (ii), and it follows that

$$
\|v\|_{x}^{2}=D^{2} f(x)[v, v]=\phi_{x, v}^{\prime \prime}(0)=0
$$

i.e. the vector $v$ belongs to the null space of $f^{\prime \prime}(x)$. This proves the inclusion $V_{f} \subseteq \mathcal{N}\left(f^{\prime \prime}(x)\right)$. Note that this inclusion holds for arbitrary twice differentiable convex functions without any assumptions concerning self-concordance and closedness.

To prove the converse inclusion $\mathcal{N}\left(f^{\prime \prime}(x)\right) \subseteq V_{f}$, we instead assume that $v$ is a vector in $\mathcal{N}\left(f^{\prime \prime}(x)\right)$. Since $\mathcal{N}\left(f^{\prime \prime}(x+t v)\right)=\mathcal{N}\left(f^{\prime \prime}(x)\right)$ for all $t \in I$ due to Theorem 16.1.2, we now have

$$
\phi_{x, v}^{\prime \prime}(t)=D^{2} f(x+t v)[v, v]=\|v\|_{x+t v}^{2}=0
$$

for all $t \in I$, and it follows that

$$
\phi_{x, v}(t)=\phi_{x, v}(0)+\phi_{x, v}^{\prime}(0) t=f(x)+D f(x)[v] t .
$$

If $\beta<\infty$, then $x+\beta v$ is a boundary point of $X$ and $\lim _{t \rightarrow \beta} \phi_{x, v}(t)<\infty$. However, according to Corollary 8.2.2 in Part I this is a contradiction to $f$ being a closed function. Hence, $\beta=\infty$, and similarly, $\alpha=-\infty$. This means that $I=]-\infty, \infty[$, and in particular, $I$ contains the number 1 . We conclude that the point $x+v$ lies in $X$ and that $f(x+v)=\phi_{x, v}(1)=f(x)+D f(x)[v]$ for all $x \in X$ and all $v \in \mathcal{N}\left(f^{\prime \prime}(x)\right)$, and Theorem 6.7.1 now provides us with the inclusion $\mathcal{N}\left(f^{\prime \prime}(x)\right) \subseteq V_{f}$. Hence, $V_{f}=\mathcal{N}\left(f^{\prime \prime}(x)\right)$.

Finally, suppose that $\lambda(f, x)<\infty$. Then there exists, by definition, a Newton direction at $x$, and this implies, according to the remark after the definition of Newton direction, that the implication

$$
f^{\prime \prime}(x) v=0 \Rightarrow D f(x)[v]=0
$$

holds. Since $V_{f}=\mathcal{N}\left(f^{\prime \prime}(x)\right)$, it now follows from assertion (ii) that $f(x+v)=$ $f(x)$ for all $v \in V_{f}$.

The problem of minimizing a degenerate closed self-concordant function $f: X \rightarrow \mathbf{R}$ with finite Newton decrement $\lambda(f, x)$ at all points $x \in X$ can be reduced to the problem of minimizing a non-degenerate closed self-concordant function as follows.

Assume that the domain $X$ is a subset of $\mathbf{R}^{n}$, and let $V_{f}$ denote the recessive subspace of $f$. Put $m=\operatorname{dim} V_{f}^{\perp}$ and let $A: \mathbf{R}^{m} \rightarrow \mathbf{R}^{n}$ be an arbitrary injective linear map onto $V_{f}^{\perp}$, and put $X_{0}=A^{-1}(X)$. The set $X_{0}$ is then an open subset of $\mathbf{R}^{m}$, and we obtain a function $g: X_{0} \rightarrow \mathbf{R}$ by defining $g(y)=f(A y)$ for $y \in X_{0}$.

The function $g$ is self-concordant according to Theorem 16.1.6, and since $(y, t)$ belongs to the epigraph of $g$ if and only if $(A y, t)$ belongs to the epigraph of $f$, it follows that $g$ is also a closed function.


Suppose $v \in \mathcal{N}\left(g^{\prime \prime}(y)\right)$. Since $g^{\prime \prime}(y)=A^{T} f^{\prime \prime}(A y) A$,

$$
\left\langle A v, f^{\prime \prime}(A y) A v\right\rangle=\left\langle v, A^{T} f^{\prime \prime}(A y) A v\right\rangle=\left\langle v, g^{\prime \prime}(y) v\right\rangle=0,
$$

which means that the vector $A v$ belongs to $\mathcal{N}\left(f^{\prime \prime}(A y)\right)$, i.e. to the recessive subspace $V_{f}$. But $A v$ also belongs to $V_{f}^{\perp}$, by definition, and $V_{f} \cap V_{f}^{\perp}=\{0\}$, so it follows that $A v=0$. Hence $v=0$, since $A$ is an injective map. This proves that $\mathcal{N}\left(g^{\prime \prime}(y)\right)=\{0\}$, which means that $g$ is a non-degenerate function.

Each vector $x \in X$ has a unique decomposition $x=x_{1}+x_{2}$ with $x_{1} \in V_{f}^{\perp}$ and $x_{2} \in V_{f}$, and $x_{1}\left(=x-x_{2}\right)$ lies in $X$ according to Theorem 16.2.1. Consequently, there is a unique point $y \in X_{0}$ such that $A y=x_{1}$. Therefore, $g(y)=f(A y)=f\left(x_{1}\right)=f(x)$ by the same theorem.

The functions $f$ and $g$ thus have the same ranges, and $\hat{y}$ is a minimum point of $g$ if and only if $A \hat{y}$ is a minimum point of $f$, and thereby also all points $A \hat{y}+v$ with $v \in V_{f}$ are minimum points of $f$.

We also note for future use that

$$
\lambda(g, y) \leq \lambda(f, A y)=\lambda(f, A y+v)
$$

for all $y \in X_{0}$ and all $v \in V_{f}$, according to Theorem 15.1.7. (In the present case, the two Newton decrements are actually equal, which we leave as an exercise to show.)

Corollary 16.2.2. A closed self-concordant function $f: X \rightarrow \mathbf{R}$ is nondegenerate if its domain $X$ does not contain any line.

Proof. By Theorem 16.2.1, $X=X+V_{f}$. Hence, if $f$ is degenerate, then $X$ contains all lines through points in $X$ with directions given by nonzero vectors in $V_{f}$. So the function must be non-degenerate if its domain does not contain any lines.

Corollary 16.2.3. A closed self-concordant function is non-degenerate if and only if it is strictly convex.

Proof. The second derivative $f^{\prime \prime}(x)$ of a non-degenerate self-concordant function $f$ is positive definit for all $x$ in its domain, and this implies that $f$ is strictly convex.

The recessive subspace $V_{f}$ of a degenerate function $f$ is non-trivial, and the restriction $\phi_{x, v}(t)=f(x+t v)$ of $f$ to a line with a direction given by a nonzero vector $v \in V_{f}$ is affine, according to Theorem 16.2.1. This prevents $f$ from being strictly convex.

### 16.3 Basic inequalities for the local seminorm

The graph of a convex function $f$ lies above its tangent planes, and the vertical distance between the point $(y, f(y))$ on the graph and the tangent plane through the point $\left(x, f(x)\right.$ is greater than or equal to $\frac{1}{2} \mu\|y-x\|^{2}$ if $f$ is $\mu$-strongly convex. The same distance is also bounded below if the function is self-concordant, but now by an expression that is a function of the local norm $\|y-x\|_{x}$. The actual function $\rho$ is defined in the following lemma, which also describes all the properties of $\rho$ that we will need.

Lemma 16.3.1. Let $\rho:]-\infty, 1[\rightarrow \mathbf{R}$ be the function

$$
\rho(t)=-t-\ln (1-t) .
$$

(i) The function $\rho$ is convex, strictly decreasing in the interval $]-\infty, 0]$, and strictly increasing in the interval $[0,1[$, and $\rho(0)=0$.
(ii) For $0 \leq t<1$,

$$
\rho(t) \leq \frac{t^{2}}{2(1-t)}
$$

In particular, $\rho(t) \leq t^{2}$ if $0 \leq t \leq \frac{1}{2}$.
(iii) If $s<1$ and $t<1$, then $\rho(s)+\rho(t) \geq-s t$.
(iv) If $s \geq 0,0 \leq t<1$ and $\rho(-s) \leq \rho(t)$, then $s \leq \frac{t}{1-t}$.

Proof. Assertion (i) follows easily by considering the sign of the derivative, and assertion (ii) follows from the Taylor series expansion, which gives

$$
\rho(t)=\frac{1}{2} t^{2}+\frac{1}{3} t^{3}+\frac{1}{4} t^{4}+\cdots \leq \frac{1}{2} t^{2}\left(1+t+t^{2}+\cdots\right)=\frac{1}{2} t^{2}(1-t)^{-1}
$$

for $0 \leq t<1$.
To prove (iii), we use the elementary inequality $x-\ln (1+x) \geq 0$ and take $x=s t-s-t$. This gives

$$
\begin{aligned}
s t+\rho(s)+\rho(t) & =s t-s-t-\ln (1-s)-\ln (1-t) \\
& =s t-s-t-\ln (1+s t-s-t) \geq 0 .
\end{aligned}
$$

Since $\rho$ is strictly decreasing in the interval $]-\infty, 0]$, assertion (iv) will follow once we show that $\rho(-s) \geq \rho(t)$ when $s=t /(1-t)$. To show this inequality, let

$$
g(t)=\rho\left(-\frac{t}{1-t}\right)-\rho(t)
$$

for $0 \leq t<1$. We simplify and obtain

$$
g(t)=t-1+(1-t)^{-1}+2 \ln (1-t) .
$$

Since $g(0)=0$ and $g^{\prime}(t)=1+(1-t)^{-2}-2(1-t)^{-1}=t^{2}(1-t)^{-2} \geq 0$, we conclude that $g(t) \geq 0$ for all $t \in[0,1[$, and this completes the proof of assertion (iv).

The next theorem is used to estimate differences of the form $\|w\|_{y}-\|w\|_{x}$, $D f(y)[w]-D f(x)[w]$, and $f(y)-f(x)-D f(x)[y-x]$ in terms of $\|w\|_{x},\|y-x\|_{x}$ and the function $\rho$.

Theorem 16.3.2. Let $f: X \rightarrow \mathbf{R}$ be a closed self-concordant function, and suppose that $x$ is a point in $X$ and that $\|y-x\|_{x}<1$. Then, $y$ is also $a$ point in $X$, and the following inequalities hold for the vector $v=y-x$ and arbitrary vectors $w$ :

$$
\begin{align*}
\frac{\|v\|_{x}}{1+\|v\|_{x}} & \leq\|v\|_{y} \leq \frac{\|v\|_{x}}{1-\|v\|_{x}}  \tag{16.3}\\
\frac{\|v\|_{x}^{2}}{1+\|v\|_{x}} & \leq D f(y)[v]-D f(x)[v] \leq \frac{\|v\|_{x}^{2}}{1-\|v\|_{x}}  \tag{16.4}\\
\rho\left(-\|v\|_{x}\right) & \leq f(y)-f(x)-D f(x)[v] \leq \rho\left(\|v\|_{x}\right)  \tag{16.5}\\
\left(1-\|v\|_{x}\right)\|w\|_{x} & \leq\|w\|_{y} \leq \frac{\|w\|_{x}}{1-\|v\|_{x}}  \tag{16.6}\\
D f(y)[w]-D f(x)[w] & \leq D^{2} f(x)[v, w]+\frac{\|v\|_{x}^{2}\|w\|_{x}}{1-\|v\|_{x}} \leq \frac{\|v\|_{x}\|w\|_{x}}{1-\|v\|_{x}} . \tag{16.7}
\end{align*}
$$

The left parts of the three inequalities (16.3), (16.4) and (16.5) are also satisfied with $v=y-x$ for all $y \in X$.

Proof. We leave the proof that $y$ belongs to $X$ to the end and start by showing that the inequalities (16.3-16.7) hold under the additional assumption $y \in X$.
I. We begin with inequality (16.6). If $\|w\|_{x}=0$, then $\|w\|_{z}=0$ for all $z \in X$, according to Theorem 16.1.2. Hence, the inequality holds in this case. Therefore, let $w$ be an arbitrary vector with $\|w\|_{x} \neq 0$, let $x^{t}=x+t(y-x)$, and define the function $\psi$ by

$$
\psi(t)=\|w\|_{x^{t}}^{-1}=\left(D^{2} f\left(x^{t}\right)[w, w]\right)^{-1 / 2} .
$$

The function $\psi$ is defined on an open interval that contains the interval $[0,1]$, $\psi(0)=\|w\|_{x}^{-1}$ and $\psi(1)=\|w\|_{y}^{-1}$. It now follows, using Theorem 16.1.1, that

$$
\begin{align*}
\left|\psi^{\prime}(t)\right| & =\frac{1}{2}\left|\left(D^{2} f\left(x^{t}\right)[w, w]\right)^{-3 / 2} D^{3} f\left(x^{t}\right)[w, w, v]\right|  \tag{16.8}\\
& =\frac{1}{2}\|w\|_{x^{t}}^{-3}\left|D^{3} f\left(x^{t}\right)[w, w, v]\right| \leq \frac{1}{2}\|w\|_{x^{t}}^{-3} \cdot 2\|w\|_{x^{t}}^{2}\|v\|_{x^{t}} \\
& =\|w\|_{x^{t}}^{-1}\|v\|_{x^{t}}=\psi(t)\|v\|_{x^{t}} .
\end{align*}
$$

If $\|v\|_{x}=0$, then $\|v\|_{z}=0$ for all $z \in X$, and hence $\psi^{\prime}(t)=0$ for $0 \leq t \leq 1$. This implies that $\psi(1)=\psi(0)$, i.e. that $\|w\|_{y}=\|w\|_{x}$. The inequalities (16.3) and (16.6) are thus satisfied in the case $\|v\|_{x}=0$.

Assume henceforth that $\|v\|_{x} \neq 0$, and first take $w=v$ in the definition of the function $\psi$. In this special case, inequality (16.8) simplifies to $\left|\psi^{\prime}(t)\right| \leq 1$ for $t \in[0,1]$, and hence $\psi(0)-1 \leq \psi(1) \leq \psi(0)+1$, by the mean-value theorem. The right part of this inequality means that $\|v\|_{y}^{-1} \leq\|v\|_{x}^{-1}+1$, which after rearrangement gives the left part of inequality (16.3). Note, that this is true even in the case $\|v\|_{x} \geq 1$.

Correspondingly, the left part of the same inequality gives rise to the right part of inequality (16.3), now under the assumption that $\|v\|_{x}<1$.

To prove inequality (16.6), we return to the function $\psi$ with a general $w$. Since $\|t v\|_{x}=t\|v\|_{x}<1$ for $0 \leq t \leq 1$, it follows from the already proven inequality (16.3) (with $x^{t}=x+t v$ instead of $y$ ) that

$$
\|v\|_{x^{t}}=\frac{1}{t}\|t v\|_{x^{t}} \leq \frac{1}{t} \cdot \frac{\|t v\|_{x}}{1-\|t v\|_{x}}=\frac{\|v\|_{x}}{1-t\|v\|_{x}} .
$$
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Insert this estimate into (16.8); this gives us the following inequality for the derivative of the function $\ln \psi(t)$ :

$$
\left|(\ln \psi(t))^{\prime}\right|=\frac{\left|\psi^{\prime}(t)\right|}{\psi(t)}=\|v\|_{x^{t}} \leq \frac{\|v\|_{x}}{1-t\|v\|_{x}} .
$$

Let us now integrate this inequality over the interval $[0,1]$; this results in the estimate

$$
\begin{aligned}
\left|\ln \frac{\|w\|_{y}}{\|w\|_{x}}\right| & =\left|\ln \frac{\psi(0)}{\psi(1)}\right|=|\ln \psi(1)-\ln \psi(0)|=\left|\int_{0}^{1}(\ln \psi(t))^{\prime} d t\right| \\
& \leq \int_{0}^{1} \frac{\|v\|_{x}}{1-t\|v\|_{x}} d t=-\ln \left(1-\|v\|_{x}\right)
\end{aligned}
$$

which after exponentiation yields

$$
1-\|v\|_{x} \leq \frac{\|w\|_{y}}{\|w\|_{x}} \leq\left(1-\|v\|_{x}\right)^{-1}
$$

and this is inequality (16.6).
II. To prove the inequality (16.4), we define

$$
\phi(t)=D f\left(x^{t}\right)[v],
$$

where $x^{t}=x+t(y-x)$, as before. Then

$$
\phi^{\prime}(t)=D^{2} f\left(x^{t}\right)[v, v]=\|v\|_{x^{t}}^{2}=t^{-2}\|t v\|_{x^{t}}^{2}
$$

so by using inequality (16.3), we obtain the inequality

$$
\frac{\|v\|_{x}^{2}}{\left(1+t\|v\|_{x}\right)^{2}}=\frac{1}{t^{2}} \frac{\|t v\|_{x}^{2}}{\left(1+\|t v\|_{x}\right)^{2}} \leq \phi^{\prime}(t) \leq \frac{1}{t^{2}} \frac{\|t v\|_{x}^{2}}{\left(1-\|t v\|_{x}\right)^{2}}=\frac{\|v\|_{x}^{2}}{\left(1-t\|v\|_{x}\right)^{2}}
$$

for $0 \leq t \leq 1$. The left part of this inequality holds with $v=y-x$ for all $y \in X$, and the right part holds if $\|v\|_{x}<1$, and by integrating the inequality over the interval $[0,1]$, we arrive at inequality (16.4).
III. To prove inequality (16.5), we start with the function

$$
\Phi(t)=f\left(x^{t}\right)-D f(x)[v] t,
$$

noting that

$$
\Phi(1)-\Phi(0)=f(y)-f(x)-D f(x)[v]
$$

and that

$$
\Phi^{\prime}(t)=D f\left(x^{t}\right)[v]-D f(x)[v] .
$$

By replacing $y$ with $x^{t}$ in inequality (16.4), we obtain the following inequality

$$
\frac{t\|v\|_{x}^{2}}{1+t\|v\|_{x}} \leq \Phi^{\prime}(t) \leq \frac{t\|v\|_{x}^{2}}{1-t\|v\|_{x}},
$$

where the right part holds only if $\|v\|_{x}<1$. By integrating the above inequality over the interval $[0,1]$, we obtain

$$
\rho\left(-\|v\|_{x}\right)=\int_{0}^{1} \frac{t\|v\|_{x}^{2}}{1+t\|v\|_{x}} d t \leq \Phi(1)-\Phi(0) \leq \int_{0}^{1} \frac{t\|v\|_{x}^{2}}{1-t\|v\|_{x}} d t=\rho\left(\|v\|_{x}\right)
$$

i.e. inequality (16.5).
IV. The proof of inequality (16.7) is analogous to the proof of inequality (16.4), but this time our function $\phi$ is defined as

$$
\phi(t)=D f\left(x^{t}\right)[w] .
$$

Now, $\phi^{\prime}(t)=D^{2} f\left(x^{t}\right)[w, v]$ and $\phi^{\prime \prime}(t)=D^{3} f\left(x^{t}\right)[w, v, v]$, so it follows from Theorem 16.1.1 and inequality (16.6) that

$$
\left|\phi^{\prime \prime}(t)\right| \leq 2\|w\|_{x^{t}}\|v\|_{x^{t}}^{2} \leq 2 \frac{\|w\|_{x}\|v\|_{x}^{2}}{\left(1-t\|v\|_{x}\right)^{3}} .
$$

By integrating this inequality over the interval $[0, s]$, where $s \leq 1$, we get the estimate

$$
\begin{aligned}
\phi^{\prime}(s)-\phi^{\prime}(0) & \leq \int_{0}^{s}\left|\phi^{\prime \prime}(t)\right| d t \leq 2\|w\|_{x} \int_{0}^{s} \frac{\|v\|_{x}^{2} d t}{\left(1-t\|v\|_{x}\right)^{3}} \\
& =\|w\|_{x}\left[\frac{\|v\|_{x}}{\left(1-s\|v\|_{x}\right)^{2}}-\|v\|_{x}\right]
\end{aligned}
$$

and another integration over the interval $[0,1]$ results in the inequality

$$
\phi(1)-\phi(0)-\phi^{\prime}(0) \leq \int_{0}^{1}\left(\phi^{\prime}(s)-\phi^{\prime}(0)\right) d s \leq \frac{\|w\|_{x}\|v\|_{x}^{2}}{1-\|v\|_{x}}
$$

which is the left part of inequality (16.7).
By the Cauchy-Schwarz inequality,

$$
\begin{aligned}
D^{2} f(x)[v, w] & =\left\langle v, f^{\prime \prime}(x) w\right\rangle=\left\langle f^{\prime \prime}(x)^{1 / 2} v, f^{\prime \prime}(x)^{1 / 2} w\right\rangle \\
& \leq\left\|f^{\prime \prime}(x)^{1 / 2} v\right\|\left\|f^{\prime \prime}(x)^{1 / 2} w\right\|=\|v\|_{x}\|w\|_{x},
\end{aligned}
$$

and we obtain the right part of inequality (16.7) by replacing $D^{2} f(x)[v, w]$ with its majorant $\|v\|_{x}\|w\|_{x}$.
V. It now only remains to prove that the condition $\|y-x\|_{x}<1$ implies that the point $y$ lies in $X$.

Assume the contrary. i.e. that there is a point $y$ outside $X$ such that $\|y-x\|_{x}<1$. The line segment $[x, y]$ then intersects the boundary of $X$ in a point $x+\bar{t} v$, where $\bar{t}$ is a number in the interval $] 0,1]$. The function $\rho$ is increasing in the interval $\left[0,1\left[\right.\right.$, and hence $\rho\left(t\|v\|_{x}\right) \leq \rho\left(\|v\|_{x}\right)$ if $0 \leq t<\bar{t}$. It therefore follows from inequality (16.5) that
$f(x+t v) \leq f(x)+t D f(x)[v]+\rho\left(t\|v\|_{x}\right) \leq f(x)+|D f(x)[v]|+\rho\left(\|v\|_{x}\right)<+\infty$
for all $t$ in the interval $[0, \bar{t}[$. However, this is a contradiction, because $\lim _{t \rightarrow \bar{t}} f(x+t v)=+\infty$, since $f$ is a closed function and $x+\bar{t} v$ is a boundary point. Thus, $y$ is a point in $X$.

### 16.4 Minimization

This section focuses on minimizing self-concordant functions, and the results are largely based on the following theorem, which also plays a significant role in our study of Newton's algorithm in the next section.


Theorem 16.4.1. Let $f: X \rightarrow \mathbf{R}$ be a closed self-concordant function, suppose that $x \in X$ is a point with finite Newton decrement $\lambda=\lambda(f, x)$, let $\Delta x_{\mathrm{nt}}$ be a Newton direction at $x$, and define

$$
x^{+}=x+(1+\lambda)^{-1} \Delta x_{\mathrm{nt}} .
$$

The point $x^{+}$is then a point in $X$ and

$$
f\left(x^{+}\right) \leq f(x)-\rho(-\lambda) .
$$

Remark. So a minimum point $\hat{x}$ of $f$ must satisfy the inequality

$$
f(\hat{x}) \leq f(x)-\rho(-\lambda)
$$

for all $x \in X$ with finite Newton decrement $\lambda$.
Proof. The vector $v=(1+\lambda)^{-1} \Delta x_{\mathrm{nt}}$ has local seminorm

$$
\|v\|_{x}=(1+\lambda)^{-1}\left\|\Delta x_{\mathrm{nt}}\right\|_{x}=\lambda(1+\lambda)^{-1}<1
$$

so it follows from Theorem 16.3.2 that the point $x^{+}=x+v$ lies in $X$ and that

$$
\begin{aligned}
f\left(x^{+}\right) & \leq f(x)+D f(x)[v]+\rho\left(\|v\|_{x}\right)=f(x)+\frac{1}{1+\lambda}\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle+\rho\left(\frac{\lambda}{1+\lambda}\right) \\
& =f(x)-\frac{\lambda^{2}}{1+\lambda}-\frac{\lambda}{1+\lambda}-\ln \frac{1}{1+\lambda}=f(x)-\lambda+\ln (1+\lambda) \\
& =f(x)-\rho(-\lambda) .
\end{aligned}
$$

Theorem 16.4.2. The Newton decrement $\lambda(f, x)$ of a downwards bounded closed self-concordant function $f: X \rightarrow \mathbf{R}$ is finite at each point $x \in X$ and $\inf _{x \in X} \lambda(f, x)=0$.

Proof. Let $v$ be an arbitrary vector in the recessive subspace $V_{f}=\mathcal{N}\left(f^{\prime \prime}(x)\right)$. Then

$$
f(x+t v)=f(x)+t\left\langle f^{\prime}(x), v\right\rangle
$$

for all $t \in \mathbf{R}$ according to Theorem 16.2.1, and since $f$ is supposed to be bounded below, this implies that $\left\langle f^{\prime}(x), v\right\rangle=0$. This proves the implication

$$
f^{\prime \prime}(x) v=0 \Rightarrow\left\langle f^{\prime}(x), v\right\rangle=0
$$

which means that there exists a Newton direction at the point $x$. Hence, $\lambda(f, x)$ is a finite number.

If there is a positive number $\delta$ such that $\lambda(f, x) \geq \delta$ for all $x \in X$, then repeated application of Theorem 16.4.1, with an arbitrary point $x_{0} \in X$ as starting point, results in a sequence $\left(x_{k}\right)_{0}^{\infty}$ of points in $X$, defined as
$x_{k+1}=x_{k}^{+}$and satisfying the inequality $f\left(x_{k}\right) \leq f\left(x_{0}\right)-k \rho(-\delta)$ for all $k$. Since $\rho(-\delta)>0$, this contradicts our assumption that $f$ is bounded below. Thus, $\inf _{x \in X} \lambda(f, x)=0$.

Theorem 16.4.3. All sublevel sets of a non-degenerate closed self-concordant function $f: X \rightarrow \mathbf{R}$ are compact sets if $\lambda\left(f, x_{0}\right)<1$ for some point $x_{0} \in X$.

Proof. The sublevel sets are closed since the function is closed, and to prove that they are also bounded it is enough to prove that the particular sublevel set $S=\left\{x \in X \mid f(x) \leq f\left(x_{0}\right)\right\}$ is bounded, because of Theorem 6.8.3 in Part I.

So, let $x$ be an arbitrary point in $S$, and write $r=\left\|x-x_{0}\right\|_{x_{0}}$ and $\lambda_{0}=\lambda\left(f, x_{0}\right)$ for short. Then

$$
f(x) \geq f\left(x_{0}\right)+D f\left(x_{0}\right)\left[x-x_{0}\right]+\rho(-r),
$$

according to Theorem 16.3.2, and

$$
D f\left(x_{0}\right)\left[x-x_{0}\right]=\left\langle f^{\prime}\left(x_{0}\right), x-x_{0}\right\rangle \geq-\lambda\left(f, x_{0}\right)\left\|x-x_{0}\right\|_{x_{0}}=-\lambda_{0} r,
$$

by Theorem 15.1.2. Combining these two inequalities we obtain the inequality

$$
f\left(x_{0}\right) \geq f(x) \geq f\left(x_{0}\right)-\lambda_{0} r+\rho(-r),
$$

which simplifies to

$$
r-\ln (1+r)=\rho(-r) \leq \lambda_{0} r .
$$

Hence,

$$
\left(1-\lambda_{0}\right) r \leq \ln (1+r)
$$

and it follows that $r \leq r_{0}, r_{0}$ being the unique positive root of the equation $\left(1-\lambda_{0}\right) r=\ln (1+r)$. The sublevel set $S$ is thus included in the ellipsoid $\left\{x \in \mathbf{R}^{n} \mid\left\|x-x_{0}\right\|_{x_{0}} \leq r_{0}\right\}$, and it is therefore a bounded set.

Theorem 16.4.4. A closed self-concordant function $f: X \rightarrow \mathbf{R}$ has a minimum point if $\lambda\left(f, x_{0}\right)<1$ for some point $x_{0} \in X$.

Proof. If in addition $f$ is non-degenerate, then $S=\left\{x \in X \mid f(x) \leq f\left(x_{0}\right)\right\}$ is a compact set according to the previous theorem, so the restriction of $f$ to the sublevel set $S$ attains a mininum, and this minimum is clearly a global minimum of $f$. The minimum point is furthermore unique, since nondegenerate self-concordant functions are strictly convex.

If $f$ is degenerate, then there is a non-degenerate closed self-concordant function $g: X_{0} \rightarrow \mathbf{R}$ with the same range as $f$, according to the discussion following Theorem 16.2.1. The relationship between the two functions has the form $g(y)=f(A y+v)$, where $A$ is an injective linear map and $v$ is
an arbitrary vector in the recessive subspace $V_{f}$. To the point $x_{0}$ there corresponds a point $y_{0} \in X_{0}$ such that $A y_{0}+v=x_{0}$ for some $v \in V_{f}$, and $\lambda\left(g, y_{0}\right) \leq \lambda\left(f, x_{0}\right)<1$. By the already proven part of the theorem, $g$ has a minimum point $\hat{y}$, and this implies that all points in the set $A \hat{y}+V_{f}$ are minimum points of $f$.

Theorem 16.4.5. Every downwards bounded closed self-concordant function $f: X \rightarrow \mathbf{R}$ has a minimum point.

Proof. It follows from Theorem 16.4.2 that there is a point $x_{0} \in X$ such that $\lambda\left(f, x_{0}\right)<1$, so the theorem is a corollary of Theorem 16.4.4.

Our next theorem describes how well a given point approximates the minimum point of a closed self-concordant function.

Theorem 16.4.6. Let $f: X \rightarrow \mathbf{R}$ be a closed self-concordant function with a minimum point $\hat{x}$. If $x \in X$ is an arbitrary point with Newton decrement $\lambda=\lambda(f, x)<1$, then

$$
\begin{align*}
\rho(-\lambda) \leq f(x)-f(\hat{x}) & \leq \rho(\lambda),  \tag{16.9}\\
\frac{\lambda}{1+\lambda} \leq\|x-\hat{x}\|_{x} & \leq \frac{\lambda}{1-\lambda},  \tag{16.10}\\
\|x-\hat{x}\|_{\hat{x}} & \leq \frac{\lambda}{1-\lambda} . \tag{16.11}
\end{align*}
$$

Remark. Since $\rho(t) \leq t^{2}$ if $t \leq \frac{1}{2}$, we conclude from inequality (16.9) that

$$
f(x)-f_{\min } \leq \lambda(f, x)^{2}
$$

as soon as $\lambda(f, x) \leq \frac{1}{2}$.
Proof. To simplify the notation, let $v=x-\hat{x}$ and $r=\|v\|_{x}$.
The left part of inequality (16.9) follows directly from the remark after Theorem 16.4.1. To prove the right part of the same inequality, we recall the inequality

$$
\begin{equation*}
\left\langle f^{\prime}(x), v\right\rangle \leq \lambda(f, x)\|v\|_{x}=\lambda r \tag{16.12}
\end{equation*}
$$

which we combine with the left part of inequality (16.5) in Theorem 16.3.2 and inequality (iii) in Lemma 16.3.1. This results in the following chain of inequalities:

$$
\begin{aligned}
f(\hat{x})=f(x-v) & \geq f(x)+\left\langle f^{\prime}(x),-v\right\rangle+\rho\left(-\|-v\|_{x}\right) \\
& =f(x)-\left\langle f^{\prime}(x), v\right\rangle+\rho(-r) \\
& \geq f(x)-\lambda r+\rho(-r) \geq f(x)-\rho(\lambda)
\end{aligned}
$$

and the proof of inequality (16.9) is now complete.

Since $x-v=\hat{x}$ and $f^{\prime}(\hat{x})=0$, it follows from inequality (16.12) and the left part of inequality (16.4) that

$$
\lambda r \geq\left\langle f^{\prime}(x), v\right\rangle=\left\langle f^{\prime}(x-v),-v\right\rangle-\left\langle f^{\prime}(x),-v\right\rangle \geq \frac{\|-v\|_{x}^{2}}{1+\|-v\|_{x}}=\frac{r^{2}}{1+r}
$$

and by solving the inequality above with respect to $r$, we obtain the right part of inequality (16.10).

The left part of the same inequality obviously holds if $r \geq 1$. So assume that $r<1$. Due to inequality (16.7),

$$
\left\langle f^{\prime}(x), w\right\rangle=\left\langle f^{\prime}(x-v),-w\right\rangle-\left\langle f^{\prime}(x),-w\right\rangle \leq \frac{\|-v\|_{x}\|-w\|_{x}}{1-\|-v\|_{x}}=\frac{r}{1-r}\|w\|_{x}
$$

and hence

$$
\lambda=\sup _{\|w\|_{x} \leq 1}\left\langle f^{\prime}(x), w\right\rangle \leq \frac{r}{1-r},
$$

which gives the left part of inequality (16.10).
To prove the remaining inequality (16.11), we use the left part of inequality (16.5) with $y$ replaced by $x$ and $x$ replaced by $\hat{x}$, which results in the inequality

$$
\rho\left(-\|x-\hat{x}\|_{\hat{x}}\right) \leq f(x)-f(\hat{x}) .
$$



According to the already proven inequality (16.9), $f(x)-f(\hat{x}) \leq \rho(\lambda)$, so it follows that $\rho\left(-\|x-\hat{x}\|_{\hat{x}}\right) \leq \rho(\lambda)$, and by Lemma 16.3.1, this means that $\|x-\hat{x}\|_{\hat{x}} \leq \frac{\lambda}{1-\lambda}$.

Theorem 16.4.7. Let $f$ be a closed self-concordant function whose domain $X$ is a subset of $\mathbf{R}^{n}$, and suppose that

$$
\nu=\sup \{\lambda(f, x) \mid x \in X\}<1 .
$$

Then $X$ is equal to the whole space $\mathbf{R}^{n}$, and $f$ is a constant function.
Proof. It follows from Theorem 16.4.4 that $f$ has a minimum point $\hat{x}$ and from inequality (16.9) in Theorem 16.4.6 that

$$
\rho(-\nu) \leq f(x)-f(\hat{x}) \leq \rho(\nu)
$$

for all $x \in X$. Thus, $f$ is a bounded function, and since $f$ is closed, this implies that $X$ is a set without boundary points. Hence, $X=\mathbf{R}^{n}$.

Let $v$ be an arbitrary vector in $\mathbf{R}^{n}$. By applying inequality (16.11) with $x=\hat{x}+t v$, we obtain the inequality

$$
t\|v\|_{\hat{x}}=\|x-\hat{x}\|_{\hat{x}} \leq \frac{\lambda(f, x)}{1-\lambda(f, x)} \leq \frac{\nu}{1-\nu}
$$

for all $t>0$, and this implies that $\|v\|_{\hat{x}}=0$. The recessive subspace $V_{f}$ of $f$ is in other words equal to $\mathbf{R}^{n}$, so $f$ is a constant function according to Theorem 16.2.1.

### 16.5 Newton's method for self-concordant functions

In this section we show that Newton's method converges when the objective function $f: X \rightarrow \mathbf{R}$ is closed, self-concordant and bounded below. We shall also give an estimate of the number of iterations needed to obtain the minimum with a given accuracy $\epsilon-$ an estimate that only depends on $\epsilon$ and the difference between the minimum value and the function value at the starting point. The algorithm starts with a damped phase, which requires no line search as the step length at the point $x$ can be chosen equal to $1 /(1+\lambda(f, x))$, and then enters into a pure phase with quadratic convergence, when the Newton decrement is sufficiently small.

## The damped phase

During the damped phase, the points $x_{k}$ in Newton's algorithm are generated recursively by the equation

$$
x_{k+1}=x_{k}+\frac{1}{1+\lambda_{k}} v_{k}
$$

where $\lambda_{k}=\lambda\left(f, x_{k}\right)$ is the Newton decrement at $x_{k}$ and $v_{k}$ is a Newton direction at the same point, i.e

$$
f^{\prime \prime}\left(x_{k}\right) v_{k}=-f^{\prime}\left(x_{k}\right)
$$

According to Theorem 16.4.1, if the starting point $x_{0}$ is a point in $X$, then all generated points $x_{k}$ will lie in $X$ and

$$
f\left(x_{k+1}\right)-f\left(x_{k}\right) \leq \rho\left(-\lambda_{k}\right) .
$$

If $\delta>0$ and $\lambda_{k} \geq \delta$, then $\rho\left(-\lambda_{k}\right) \geq \rho(-\delta)$, because the function $\rho(t)$ is decreasing for för $t<0$. So if $x_{N}$ is the first point of the sequence that satisfies the inequality $\lambda_{N}=\lambda\left(f, x_{N}\right)<\delta$, then

$$
\begin{aligned}
f_{\min }-f\left(x_{0}\right) & \leq f\left(x_{N}\right)-f\left(x_{0}\right)=\sum_{k=0}^{N-1}\left(f\left(x_{k+1}\right)-f\left(x_{k}\right)\right) \\
& \leq-\sum_{k=0}^{N-1} \rho\left(-\lambda_{k}\right) \leq-\sum_{k=0}^{N-1} \rho(-\delta)=-N \rho(-\delta),
\end{aligned}
$$

which implies that att $N \leq\left(f\left(x_{0}\right)-f_{\min }\right) / \rho(-\delta)$. This proves the following theorem.

Theorem 16.5.1. Let $f: X \rightarrow \mathbf{R}$ be a closed, self-concordant and downwards bounded function. Using Newton's damped algorithm with step size as above, we need at most

$$
\left\lfloor\frac{f\left(x_{0}\right)-f_{\min }}{\rho(-\delta)}\right\rfloor
$$

iterations to generate a point $x$ with Newton decrement $\lambda(f, x)<\delta$ from an arbitrary starting point $x_{0}$ in $X$.

## Local convergence

We now turn to the study of Newton's pure method for starting points that are sufficiently close to the minimum point $\hat{x}$. For a corresponding analysis of Newton's damped method we refer to exercise 16.6.

Theorem 16.5.2. Let $f: X \rightarrow \mathbf{R}$ be a closed self-concordant function, and suppose that $x \in X$ is a point with Newton decrement $\lambda(f, x)<1$. Let $\Delta x_{\mathrm{nt}}$ be a Newton direction at $x$, and let

$$
x^{+}=x+\Delta x_{\mathrm{nt}} .
$$

Then, $x^{+}$is a point in $X$ and

$$
\lambda\left(f, x^{+}\right) \leq\left(\frac{\lambda(f, x)}{1-\lambda(f, x)}\right)^{2} .
$$

Proof. The conclusion that $x^{+}$lies in $X$ follows from Theorem 16.3.2, because $\left\|\Delta x_{\mathrm{nt}}\right\|_{x}=\lambda(f, x)<1$. To prove the inequality for $\lambda\left(f, x^{+}\right)$, we first use inequality (16.7) of the same theorem with $v=x^{+}-x=\Delta x_{\mathrm{nt}}$ and obtain

$$
\begin{aligned}
\left\langle f^{\prime}\left(x^{+}\right), w\right\rangle & \leq\left\langle f^{\prime}(x), w\right\rangle+\left\langle f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}, w\right\rangle+\frac{\lambda(f, x)^{2}\|w\|_{x}}{1-\lambda(f, x)} \\
& =\left\langle f^{\prime}(x), w\right\rangle+\left\langle-f^{\prime}(x), w\right\rangle+\frac{\lambda(f, x)^{2}\|w\|_{x}}{1-\lambda(f, x)}=\frac{\lambda(f, x)^{2}\|w\|_{x}}{1-\lambda(f, x)} .
\end{aligned}
$$

But

$$
\|w\|_{x} \leq \frac{\|w\|_{x^{+}}}{1-\lambda(f, x)}
$$
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by inequality (16.6), so it follows that

$$
\left\langle f^{\prime}\left(x^{+}\right), w\right\rangle \leq \frac{\lambda(f, x)^{2}\|w\|_{x^{+}}}{(1-\lambda(f, x))^{2}},
$$

and this implies that

$$
\lambda\left(f, x^{+}\right)=\sup _{\|w\|_{x^{+}} \leq 1}\left\langle f^{\prime}\left(x^{+}\right), w\right\rangle \leq \frac{\lambda(f, x)^{2}}{(1-\lambda(f, x))^{2}} .
$$

We are now able to prove the following convergence result for Newton's pure method.

Theorem 16.5.3. Suppose that $f: X \rightarrow \mathbf{R}$ is a closed self-concordant function and that $x_{0}$ is a point in $X$ with Newton decrement

$$
\lambda\left(f, x_{0}\right) \leq \delta<\bar{\lambda}=\frac{1}{2}(3-\sqrt{5})=0.381966 \ldots
$$

Let the sequence $\left(x_{k}\right)_{0}^{\infty}$ be recursively defined by

$$
x_{k+1}=x_{k}+v_{k},
$$

where $v_{k}$ is a Newton direction at the point $x_{k}$.
The sequence $\left(f\left(x_{k}\right)\right)_{0}^{\infty}$ converges to the minimum value $f_{\min }$ of the function $f$, and if $\epsilon>0$ then

$$
f\left(x_{k}\right)-f_{\min }<\epsilon
$$

for $k>A+\log _{2}\left(\log _{2} B / \epsilon\right)$, where $A$ and $B$ are constants that only depend on $\delta$.

Moreover, if $f$ is a non-degenerate function, then $\left(x_{k}\right)_{0}^{\infty}$ converges to the unique minimum point of $f$.

Proof. The critical number $\bar{\lambda}$ is a root of the equation $(1-\lambda)^{2}=\lambda$, and if $0 \leq \lambda<\bar{\lambda}$ then $\lambda<(1-\lambda)^{2}$.

Let $K(\lambda)=(1-\lambda)^{-2}$; the function $K$ is increasing in the interval $[0, \bar{\lambda}[$ and $K(\lambda) \lambda<1$. It therefore follows from Theorem 16.5.2 that the following inequality is true for all points $x \in X$ with $\lambda(f, x) \leq \delta<\bar{\lambda}$ :
$\lambda\left(f, x^{+}\right) \leq K(\lambda(f, x)) \lambda(f, x)^{2} \leq K(\delta) \lambda(f, x)^{2} \leq K(\delta) \delta \lambda(f, x) \leq \lambda(f, x) \leq \delta$.
Now, let $\lambda_{k}=\lambda\left(f, x_{k}\right)$. Due to the inequality above, it follows by induction that $\lambda_{k} \leq \delta$ and that

$$
\lambda_{k+1} \leq K(\delta) \lambda_{k}^{2}
$$

for all $k$, and the latter inequality in turn implies that

$$
\lambda_{k} \leq K(\delta)^{-1}\left(K(\delta) \lambda_{0}\right)^{2^{k}} \leq(1-\delta)^{2}(K(\delta) \delta)^{2^{k}}
$$

Hence, $\lambda_{k}$ tends to 0 as $k \rightarrow \infty$, because $K(\delta) \delta<1$. By the remark following Theorem 16.4.6,

$$
f\left(x_{k}\right)-f_{\min } \leq \lambda_{k}^{2},
$$

if $\lambda_{k} \leq \frac{1}{2}$, so we conclude that

$$
\lim _{k \rightarrow \infty} f\left(x_{k}\right)=f_{\min } .
$$

To prove the remaining error estimate, we can without loss of generalization assume that $\epsilon<\delta^{2}$, because if $\epsilon>\delta^{2}$ then already

$$
f\left(x_{0}\right)-f_{\min } \leq \lambda\left(f, x_{0}\right)^{2} \leq \delta^{2}<\epsilon
$$

Let $A$ and $B$ be the constants defined by

$$
A=-\log _{2}\left(-2 \log _{2}(K(\delta) \delta)\right) \quad \text { and } \quad B=(1-\delta)^{4} .
$$

Then $0<B \leq 1$, and $\log _{2}\left(\log _{2} B / \epsilon\right)$ is a well-defined number, since $B / \epsilon \geq$ $(1-\delta)^{4} / \delta^{2}=(K(\delta) \delta)^{-2}>1$. If $k>A+\log _{2}\left(\log _{2} B / \epsilon\right)$, then

$$
\lambda_{k}^{2} \leq(1-\delta)^{4}(K(\delta) \delta)^{2^{k+1}}<\epsilon
$$

and consequently $f\left(x_{k}\right)-f_{\text {min }} \leq \lambda_{k}^{2}<\epsilon$.
If $f$ is a non-degenerate function, then $f$ has a unique minimum point $\hat{x}$, and it follow from inequality (16.11) in Theorem 16.4.6 that

$$
\left\|x_{k}-\hat{x}\right\|_{\hat{x}} \leq \frac{\lambda_{k}}{1-\lambda_{k}} \rightarrow 0, \quad \text { as } k \rightarrow \infty
$$

Since $\|\cdot\|_{\hat{x}}$ is a proper norm, this means that $x_{k} \rightarrow \hat{x}$.
When $\delta=1 / 3$, the values of the constants in Theorem 16.5.3 are $A=$ $0.268 \ldots$ and $B=16 / 81$, and $A+\log _{2}\left(\log _{2} B / \epsilon\right)=6.87$ for $\epsilon=10^{-30}$. So with a starting point $x_{0}$ satisfying $\lambda\left(f, x_{0}\right)<1 / 3$, Newton's algorithm will produce a function value that approximates the minimum value with an error less than $10^{-30}$ after at most 7 iterations.

## Newton's method for self-concordant functions

By combining Newton's damped method with $1 /(1+\lambda(f, x))$ as damping factor and Newton's pure method, we arrive at the following variant of Newton's method.

## Newton's method

Given a positive number $\delta<\frac{1}{2}(3-\sqrt{5})$, a starting point $x_{0} \in X$, and a tolerance $\epsilon>0$.

1. Initiate: $x:=x_{0}$.
2. Compute the Newton decrement $\lambda=\lambda(f, x)$.
3. Go to line 8 if $\lambda<\delta$ else continue.
4. Compute a Newton direction $\Delta x_{\mathrm{nt}}$ at the point $x$.
5. Update: $x:=x+(1+\lambda)^{-1} \Delta x_{\mathrm{nt}}$.
6. Go to line 2 .
7. Compute the Newton decrement $\lambda=\lambda(f, x)$.
8. Stopping criterion: stop if $\lambda<\sqrt{\epsilon} . x$ is an approximate optimal point.
9. Compute a Newton direction $\Delta x_{\mathrm{nt}}$ at the point $x$.
10. Update: $x:=x+\Delta x_{\mathrm{nt}}$.
11. Go to line 7 .

Assuming that $f$ is closed, self-concordant and downwards bounded, the damped phase of the algorithm, i.e. steps 2-6, continues during at most

$$
\left\lfloor\left(f\left(x_{0}\right)-f_{\min }\right) / \rho(-\delta)\right\rfloor
$$


iterations, and the pure phase $7-11$ ends according to Theorem 16.5.3 after at most $\left\lceil A+\log _{2}\left(\log _{2} B / \epsilon\right)\right\rceil$ iterations. Therefore, we have the following result.

Theorem 16.5.4. If the function $f$ is closed, self-concordant and bounded below, then the above Newton method terminates at a point $x$ satisfying $f(x)<f_{\min }+\epsilon$ after at most

$$
\left.\left\lfloor\left(f\left(x_{0}\right)-f_{\min }\right)\right) / \rho(-\delta)\right\rfloor+\left\lceil A+\log _{2}\left(\log _{2} B / \epsilon\right)\right\rceil
$$

iterations, where $A$ and $B$ are the constants of Theorem 16.5.3.
In particular, $1 / \rho(-\delta)=21.905$ when $\delta=1 / 3$, and the second term can be replaced by the number 7 when $\epsilon \geq 10^{-30}$. Thus, at most

$$
\left\lfloor 22\left(f\left(x_{0}\right)-f_{\min }\right)\right\rfloor+7
$$

iterations are required to find an approximation to the minimum value that meets all practical requirements by a wide margin.

## Exercises

16.1 Show that the function $f(x)=x \ln x-\ln x$ is self-concordant on $\mathbf{R}_{++}$.
16.2 Suppose $f_{i}: X_{i} \rightarrow \mathbf{R}$ are self-concordant functions for $i=1,2, \ldots, m$, and let $X=X_{1} \times X_{2} \times \cdots \times X_{m}$. Prove that the function $f: X \rightarrow \mathbf{R}$, defined by

$$
f\left(x_{1}, x_{2}, \ldots, x_{m}\right)=f_{1}\left(x_{1}\right)+f_{2}\left(x_{2}\right)+\cdots+f_{m}\left(x_{m}\right)
$$

for $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in X$, is self-concordant.
16.3 Suppose that $f: \mathbf{R}_{++} \rightarrow \mathbf{R}$ is a three times continuously differentiable, convex function, and that

$$
\left|f^{\prime \prime \prime}(x)\right| \leq 3 \frac{f^{\prime \prime}(x)}{x} \quad \text { for all } x
$$

a) Prove that the function

$$
g(x)=-\ln (-f(x))-\ln x,
$$

with $\left\{x \in \mathbf{R}_{++} \mid f(x)<0\right\}$ as domain, is self-concordant.
[Hint: Use that $3 a^{2} b+3 a^{2} c+2 b^{3}+2 c^{3} \leq 2\left(a^{2}+b^{2}+c^{2}\right)^{3 / 2}$ if $a, b, c \geq 0$.]
b) Prove that the function

$$
F(x, y)=-\ln (y-f(x))-\ln x
$$

is self-concordant on the set $\left\{(x, y) \in \mathbf{R}^{2} \mid x>0, y>f(x)\right\}$.
16.4 Show that the following functions $f$ satisfy the conditions of the previous exercise:
a) $f(x)=-\ln x$
b) $f(x)=x \ln x$
c) $f(x)=-x^{p}$, where $0<p \leq 1$.
16.5 Let us write $x^{\prime}$ for $\left(x_{1}, x_{2}, \ldots, x_{n-1}\right)$ when $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, and let $\|\cdot\|$ denote the Euclidean norm in $\mathbf{R}^{n-1}$. Let $X=\left\{x \in \mathbf{R}^{n} \mid\left\|x^{\prime}\right\|<x_{n}\right\}$, and define the function $f: X \rightarrow \mathbf{R}$ by $f(x)=-\ln \left(x_{n}^{2}-\left\|x^{\prime}\right\|^{2}\right)$. Prove that the following identity holds for all $v \in \mathbf{R}^{n}$ :

$$
\begin{aligned}
& D^{2} f(x)[v, v]=\frac{1}{2}(D f(x)[v])^{2} \\
& \quad+2 \frac{\left(x_{n}^{2}-\left\|x^{\prime}\right\|^{2}\right)\left(\left\|x^{\prime}\right\|^{2}\left\|v^{\prime}\right\|^{2}-\left\langle x^{\prime}, v^{\prime}\right\rangle^{2}\right)+\left(v_{n}\left\|x^{\prime}\right\|^{2}-x_{n}\left\langle x^{\prime}, v^{\prime}\right\rangle\right)^{2}}{\left(x_{n}^{2}-\left\|x^{\prime}\right\|^{2}\right)^{2}\left\|x^{\prime}\right\|^{2}}
\end{aligned}
$$

and use it to conclude that $f$ is a convex function and that $\lambda(f, x)=2$ for all $x \in X$.
16.6 Convergence for Newton's damped method.

Suppose that the function $f: X \rightarrow \mathbf{R}$ is closed and self-concordant, and define for points $x \in X$ with finite Newton decrement the point $x^{+}$by

$$
x^{+}=x+\frac{1}{1+\lambda(f, x)} \Delta x_{\mathrm{nt}}
$$

where $\Delta x_{\mathrm{nt}}$ is a Newton direction at $x$.
a) Then $x^{+}$is a point in $X$, according to Theorem 16.3.2. Show that

$$
\lambda\left(f, x^{+}\right) \leq 2 \lambda(f, x)^{2}
$$

and hence that $\lambda\left(f, x^{+}\right) \leq \lambda(f, x)$ if $\lambda(f, x) \leq \frac{1}{2}$.
b) Suppose $x_{0}$ is a point in $X$ with Newton decrement $\lambda\left(f, x_{0}\right) \leq \frac{1}{4}$, and define the sequence $\left(x_{k}\right)_{0}^{\infty}$ recursively by $x_{k+1}=x_{k}^{+}$. Show that

$$
f\left(x_{k}\right)-f_{\min } \leq \frac{1}{4} \cdot\left(\frac{1}{2}\right)^{2^{k+1}}
$$

and hence that $f\left(x_{k}\right)$ converges quadratically to $f_{\text {min }}$.

## Appendix

We begin with a result on tri-linear forms which was needed in the proof of the fundamental inequality $\left|D^{3} f(x)[u, v, w]\right| \leq 2\|u\|_{x}\|v\|_{x}\|w\|_{x}$ for selfconcordant functions.

Fix an arbitrary scalar product $\langle\cdot, \cdot\rangle$ on $\mathbf{R}^{n}$ and let $\|\cdot\|$ denote the corresponding norm, i.e. $\|v\|=\langle v, v\rangle^{1 / 2}$. If $\phi(u, v, w)$ is a symmetric tri-linear form on $\mathbf{R}^{n} \times \mathbf{R}^{n} \times \mathbf{R}^{n}$, we define its norm $\|\phi\|$ by

$$
\|\phi\|=\sup _{u, v, w \neq 0} \frac{|\phi(u, v, w)|}{\|u\|\|v\|\|w\|}
$$

The numerator and the denominator in the expression for $\|\phi\|$ are homogeneous of the same degree 3 , hence

$$
\|\phi\|=\sup _{(u, v, w) \in S^{3}}|\phi(u, v, w)|,
$$

where $S$ denotes the unit sphere in $\mathbf{R}^{n}$ with respect to the norm $\|\cdot\|$, i.e.

$$
S=\left\{u \in \mathbf{R}^{n} \mid\|u\|=1\right\} .
$$

It follows from the norm definition that

$$
|\phi(u, v, w)| \leq\|\phi\|\|u\|\|v\|\|w\|
$$

for all vectors $u, v, w$ in $\mathbf{R}^{n}$.
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Since tri-linear forms are continuous and the unit sphere is compact, the least upper bound $\|\phi\|$ is attained at some point $(u, v, w) \in S^{3}$, and we will show that the least upper bound is indeed attained at some point where $u=v=w$. This is the meaning of the following theorem.

Theorem 1. Suppose that $\phi(u, v, w)$ is a symmetric tri-linear form. Then

$$
\|\phi\|=\sup _{u, v, w \neq 0} \frac{|\phi(u, v, w)|}{\|u\|\|v\|\|w\|}=\sup _{v \neq 0} \frac{|\phi(v, v, v)|}{\|v\|^{3}} .
$$

Remark. The theorem is a special case of the corresponding result for symmetric $m$-multilinear forms, but we only need the case $m=3$. The general case is proved by induction.

Proof. Let

$$
\|\phi\|^{\prime}=\sup _{v \neq 0} \frac{|\phi(v, v, v)|}{\|v\|^{3}}=\sup _{\|v\|=1}|\phi(v, v, v)| .
$$

We claim that $\|\phi\|=\|\phi\|^{\prime}$. Obviously, $\|\phi\|^{\prime} \leq\|\phi\|$, so we only have to prove the converse inequality $\|\phi\| \leq\|\phi\|^{\prime}$.

To prove this inequality, we need the corresponding result for symmetric bilinear forms $\psi(u, v)$. To such a form there is associated a symmetric linear operator (matrix) $A$ such that $\psi(u, v)=\langle A u, v\rangle$, and if $e_{1}, e_{2}, \ldots, e_{n}$ is an ON-basis of eigenvectors of $A$ and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ denote the corresponding eigenvalues with $\lambda_{1}$ as the one with the largest absolute value, and if $u, v \in S$ are vectors with coordinates $u_{1}, u_{2}, \ldots, u_{n}$ and $v_{1}, v_{2}, \ldots, v_{n}$ with respect to the given ON-basis, then

$$
\begin{aligned}
|\psi(u, v)| & =\left|\sum_{i=1}^{n} \lambda_{i} u_{i} v_{i}\right| \leq \sum_{i=1}^{n}\left|\lambda_{i}\right|\left|u_{i}\right|\left|v_{i}\right| \leq\left|\lambda_{1}\right| \sum_{i=1}^{n}\left|u_{i}\right|\left|v_{i}\right| \\
& \leq\left|\lambda_{1}\right|\left(\sum_{i=1}^{n} u_{i}^{2}\right)^{1 / 2}\left(\sum_{i=1}^{n} v_{i}^{2}\right)^{1 / 2}=\left|\lambda_{1}\right|=\left|\psi\left(e_{1}, e_{1}\right)\right|
\end{aligned}
$$

which proves that $\sup _{(u, v) \in S^{2}}|\psi(u, v)|=\sup _{v \in S}|\psi(v, v)|$.
We now return to the tri-linear form $\phi(u, v, w)$. Let $(\hat{u}, \hat{v}, \hat{w})$ be a point in $S^{3}$ where the least upper bound defining $\|\phi\|$ is attained, i.e.

$$
\|\phi\|=\phi(\hat{u}, \hat{v}, \hat{w}),
$$

and consider the function

$$
\psi(u, v)=\phi(u, v, \hat{w}) ;
$$

this is a symmetric bilinear form on $\mathbf{R}^{n} \times \mathbf{R}^{n}$ and

$$
\sup _{(u, v) \in S^{2}}|\psi(u, v)|=\|\phi\| .
$$

But as already proven,

$$
\sup _{(u, v) \in S^{2}}|\psi(u, v)|=\sup _{v \in S}|\psi(v, v)| .
$$

Therefore, we conclude that we can withour restriction assume that $\hat{u}=\hat{v}$.
We have in other words shown that the set

$$
A=\left\{(v, w) \in S^{2}| | \phi(v, v, w) \mid=\|\phi\|\right\}
$$

is nonempty. The set $A$ is a closed subset of $S^{2}$, and hence the number

$$
\alpha=\max \{\langle v, w\rangle \mid(v, w) \in A\}
$$

exists, and obviously $0 \leq \alpha \leq 1$.
Due to tri-linearity,

$$
\phi(u+v, u+v, w)-\phi(u-v, u-v, w)=4 \phi(u, v, w) .
$$

So if $u, v, w$ are arbitrary vectors in $S$, i.e. vectors with norm 1 , then

$$
\begin{aligned}
& 4|\phi(u, v, w)| \leq|\phi(u+v, u+v, w)|+|\phi(u-v, u-v, w)| \\
& \quad \leq|\phi(u+v, u+v, w)|+\|\phi\|\|u-v\|^{2}\|w\| \\
& \quad=|\phi(u+v, u+v, w)|-\|\phi\|\|u+v\|^{2}+\|\phi\|\left(\|u+v\|^{2}+\|u-v\|^{2}\right) \\
& \quad=|\phi(u+v, u+v, w)|-\|\phi\|\|u+v\|^{2}+\|\phi\|\left(2\|u\|^{2}+2\|v\|^{2}\right) \\
&=|\phi(u+v, u+v, w)|-\|\phi\|\|u+v\|^{2}+4\|\phi\| .
\end{aligned}
$$

Now choose $(\bar{v}, \bar{w}) \in A$ such that $\langle\bar{v}, \bar{w}\rangle=\alpha$. By the above inequality, we then have

$$
\begin{aligned}
4\|\phi\| & =4|\phi(\bar{v}, \bar{v}, \bar{w})|=4|\phi(\bar{v}, \bar{w}, \bar{v})| \\
& \leq|\phi(\bar{v}+\bar{w}, \bar{v}+\bar{w}, \bar{v})|-\|\phi\|\|\bar{v}+\bar{w}\|^{2}+4\|\phi\|,
\end{aligned}
$$

and it follows that

$$
|\phi(\bar{v}+\bar{w}, \bar{v}+\bar{w}, \bar{v})| \geq\|\phi\|\|\bar{v}+\bar{w}\|^{2} .
$$

Note that $\|\bar{v}+\bar{w}\|^{2}=\|\bar{v}\|^{2}+\|\bar{w}\|^{2}+2\langle\bar{v}, \bar{w}\rangle=2+2 \alpha>0$. Therefore, we can form the vector $\bar{z}=(\bar{v}+\bar{w}) /\|\bar{v}+\bar{w}\|$ and write the above inequality as

$$
|\phi(\bar{z}, \bar{z}, \bar{v})| \geq\|\phi\|,
$$

which implies that

$$
\begin{equation*}
|\phi(\bar{z}, \bar{z}, \bar{v})|=\|\phi\| \tag{16.13}
\end{equation*}
$$

since $\bar{z}$ and $\bar{v}$ are vectors in $S$. We conclude that the pair $(\bar{z}, \bar{v})$ is an element of the set $A$, and hence

$$
\alpha \geq\langle\bar{z}, \bar{v}\rangle=\frac{\langle\bar{v}, \bar{v}\rangle+\langle\bar{w}, \bar{v}\rangle}{\|\bar{v}+\bar{w}\|}=\frac{1+\alpha}{\sqrt{2+2 \alpha}}=\sqrt{\frac{1+\alpha}{2}}
$$

This inequality forces $\alpha$ to be greater than or equal to 1 . Hence $\alpha=1$ and

$$
\langle\bar{z}, \bar{v}\rangle=1=\|\bar{z}\|\|\bar{v}\| .
$$

So Cauchy-Schwarz's inequality holds with equality in this case, and this implies that $\bar{z}=\bar{v}$. By inserting this in equality (16.13), we obtain the inequality

$$
\|\phi\|^{\prime} \geq \phi(\bar{v}, \bar{v}, \bar{v})=\|\phi\|
$$

and the proof of the theorem is now complete.
Our second result in this appendix is a uniqueness theorem for functions that satisfy a special differential inequality.

Theorem 2. Suppose that the function $y(t)$ is continuously differentiable in the interval $I=\left[0, b\left[\right.\right.$, that $y(t) \geq 0, y(0)=0$ and $y^{\prime}(t) \leq C y(t)^{\alpha}$ for some given constants $C>0$ and $\alpha \geq 1$. Then, $y(t)=0$ in the interval $I$.

Proof. Let $a=\sup \{x \in I \mid y(t)=0$ for $0 \leq t \leq x\}$. We will prove that $a=b$ by showing that the assumption $a<b$ gives rise to a contradiction.

By continuity, $y(a)=0$. Choose a point $c \in] a, b[$ and let

$$
M=\max \{y(t) \mid a \leq t \leq c\} .
$$

Then choose a point $d$ such that $a<d<c$ and $d-a \leq \frac{1}{2} C^{-1} M^{1-\alpha}$. The maximum of the function $y(t)$ on the interval $[a, d]$ is attained at some point $e$, and by the least upper bound definition of the point $a$, we have $y(e)>0$. Of course, we also have $y(e) \leq M$, so it follows that

$$
\begin{aligned}
y(e) & =y(e)-y(a)=\int_{a}^{e} y^{\prime}(t) d t \leq C \int_{a}^{e} y(t)^{\alpha} d t \\
& \leq C(d-a) y(e)^{\alpha} \leq C(d-a) M^{\alpha-1} y(e) \leq \frac{1}{2} y(e),
\end{aligned}
$$

which is a contradiction.

## Chapter 17

## The path-following method

In this chapter, we describe a method for solving the optimization problem

$$
\begin{array}{ll}
\min & f(x) \\
\text { s.t. } & x \in X
\end{array}
$$

when $X$ is a closed subset of $\mathbf{R}^{n}$ with nonempty interior and $f$ is a continuous function which is differentiable in the interior of $X$. We assume throughout that $X=\operatorname{cl}(\operatorname{int} X)$. Pretty soon, we will restrict ourselves to convex problems, i.e. assume that $X$ is a convex set and $f$ is a convex function, in which case, of course, automatically $X=\operatorname{cl}(\operatorname{int} X)$ for all sets with nonempty interior.

Descent methods require that the function $f$ is differentiable in a neighborhood of the optimal point, and if the optimal point lies on the boundary of $X$, then we have a problem. One way to attack this problem is to choose a function $F$ : int $X \rightarrow \mathbf{R}$ with the property that $F(x) \rightarrow+\infty$ as $x$ goes to boundary of $X$ and a parameter $\mu>0$, and to minimize the function $f(x)+\mu F(x)$ over int $X$. This function's minimum point $\hat{x}(\mu)$ lies in the interior of $X$, and since $f(x)+\mu F(x) \rightarrow f(x)$ as $\mu \rightarrow 0$, we can hope that the function value $f(\hat{x}(\mu))$ should be close to the minimum value of $f$, if the parameter $\mu$ is small enough. The function $F$ acts as a barrier that prevents the approximating minimum point from lying on the boundary.

The function $\mu^{-1} f(x)+F(x)$ has of course the same minimum point $\hat{x}(\mu)$ as $f(x)+\mu F(x)$, and for technical reasons it works better to have the parameter in front of the objective function $f$ than in front of the barrier function $F$. Henceforth, we will therefore instead, with new notation, examine what happens to the minimum point $\hat{x}(t)$ of the function $F_{t}(x)=t f(x)+F(x)$, when the parameter $t$ tends to $+\infty$.

### 17.1 Barrier and central path

## Barrier

We begin with the formal definition of a barrier.
Definition. Let $X$ be a closed convex set with nonempty interior. A barrier to the set $X$ is a differentiable function $F: \operatorname{int} X \rightarrow \mathbf{R}$ with the property that $\lim _{k \rightarrow \infty} F\left(x_{k}\right)=+\infty$ for all sequences $\left(x_{k}\right)_{1}^{\infty}$ that converge to a boundary point of $X$.

If a barrier function has a unique minimum point, then this point is called the analytic center of the set $X$ (with respect to the barrier).

Remark 1. A convex function with an open domain goes to $\infty$ at the boundary if and only if it is a closed function. Hence, if $F: \operatorname{int} X \rightarrow \mathbf{R}$ is convex and differentiable, then $F$ is a barrier to $X$ if and only if $F$ is closed.

Remark 2. A strictly convex barrier function to a compact convex set has a unique minimum point in the interior of the set. So compact convex sets with nonempty interiors have analytic centers with respect to strictly convex barriers.


Now, let $F$ be a barrier to the closed convex set $X$, and suppose that we want to minimize a given function $f: X \rightarrow \mathbf{R}$. For each real number $t \geq 0$ we define the function $F_{t}$ : int $X \rightarrow \mathbf{R}$ by

$$
F_{t}(x)=t f(x)+F(x) .
$$

In particular, $F_{0}=F$. The following theorem is the basis for barrier-based interior-point methods for minimization.

Theorem 17.1.1. Suppose that $f: X \rightarrow \mathbf{R}$ is a continuous function, and let $F$ be a downwards bounded barrier to the set $X$. Suppose that the functions $F_{t}$ have minimum points $\hat{x}(t)$ in the interior of $X$ for each $t>0$. Then,

$$
\lim _{t \rightarrow+\infty} f(\hat{x}(t))=\inf _{x \in X} f(x) .
$$

Proof. Let $v_{\min }=\inf _{x \in X} f(x)$ and $M=\inf _{x \in \operatorname{int} X} F(x)$. (We do not exclude the possibility that $v_{\min }=-\infty$, but $M$ is of course a finite number.)

Choose, given $\eta>v_{\min }$, a point $x^{*} \in \operatorname{int} X$ such that $f\left(x^{*}\right)<\eta$. Then

$$
\begin{aligned}
v_{\min } & \leq f(\hat{x}(t)) \leq f(\hat{x}(t))+t^{-1}(F(\hat{x}(t))-M)=t^{-1}\left(F_{t}(\hat{x}(t))-M\right) \\
& \leq t^{-1}\left(F_{t}\left(x^{*}\right)-M\right)=f\left(x^{*}\right)+t^{-1}\left(F\left(x^{*}\right)-M\right) .
\end{aligned}
$$

Since the right hand side of this inequality tends to $f\left(x^{*}\right)$ as $t \rightarrow+\infty$, it follows that $v_{\text {min }} \leq f(\hat{x}(t))<\eta$ for all sufficiently large numbers $t$, and this proves the theorem.

In order to use the barrier method, one needs of course an appropriate barrier to the given set. For sets of the type

$$
X=\left\{x \in \Omega \mid g_{i}(x) \leq 0, \quad i=1,2, \ldots, m\right\}
$$

we will use the logarithmic barrier function

$$
\begin{equation*}
F(x)=-\sum_{i=1}^{m} \ln \left(-g_{i}(x)\right) . \tag{17.1}
\end{equation*}
$$

Note that the barrier function $F$ is convex if all functions $g_{i}: \Omega \rightarrow \mathbf{R}$ are convex. In this case, $X$ is a convex set, and the interior of $X$ is nonempty if Slater's condition is satisfied, i.e. if there is a point $\bar{x} \in \Omega$ such that $g_{i}(\bar{x})<0$ for all $i$.

Other examples of barriers are the exponential barrier function

$$
F(x)=\sum_{i=1}^{m} \mathrm{e}^{-1 / g_{i}(x)}
$$

and the power function barriers

$$
F(x)=\sum_{i=1}^{m}\left(-g_{i}(x)\right)^{-p}
$$

where $p>0$.

## Central path

Definition. Let $F$ be a barrier to the set $X$ and suppose that the functions $F_{t}$ have unique minimum points $\hat{x}(t) \in \operatorname{int} X$ for all $t \geq 0$. The curve $\{\hat{x}(t) \mid t \geq 0\}$ is called the central path for the problem $\min _{x \in X} f(x)$.

Note that $\hat{x}(0)$ is the analytic center of $X$ with respect to the barrier $F$, so the central path starts at the analytic center.

Since the gradient is zero at an optimal point, we have

$$
\begin{equation*}
t f^{\prime}(\hat{x}(t))+F^{\prime}(\hat{x}(t))=0 \tag{17.2}
\end{equation*}
$$

for all points on the central path. The converse is true if the objective function $f$ and the barrier function $F$ are convex, i.e. $\hat{x}(t)$ is a point on the central path if and only if equation (17.2) is satisfied.

The logarithmic barrier $F$ to $X=\left\{x \in \Omega \mid g_{i}(x) \leq 0, i=1,2, \ldots, m\right\}$ has derivative

$$
F^{\prime}(x)=-\sum_{i=1}^{m} \frac{1}{g_{i}(x)} g_{i}^{\prime}(x),
$$

so the central path equation (17.2) has in this case the following form for $t>0$ :

$$
\begin{equation*}
f^{\prime}(\hat{x}(t))-\frac{1}{t} \sum_{i=1}^{m} \frac{1}{g_{i}(\hat{x}(t))} g_{i}^{\prime}(\hat{x}(t))=0 . \tag{17.3}
\end{equation*}
$$

Let us now consider a convex optimization problem of the following type:

$$
\begin{array}{ll}
\min & f(x)  \tag{P}\\
\text { s.t. } & g_{i}(x) \leq 0, \quad i=1,2, \ldots, m
\end{array}
$$

We assume that Slater's condition is satisfied and that the problem has an optimal solution $\hat{x}$.

The corresponding Lagrange function $L$ is given by

$$
L(x, \lambda)=f(x)+\sum_{i=1}^{m} \lambda_{i} g_{i}(x),
$$



Figure 17.1. The central path associated with the problem of minimizing the function $f(x)=x_{1} \mathrm{e}^{x_{1}+x_{2}}$ over $X=\left\{x \in \mathbf{R}^{2} \mid x_{1}^{2}+x_{2}^{2} \leq 1\right\}$ with barrier function $F(x)=\left(1-x_{1}^{2}-x_{2}^{2}\right)^{-1}$. The minimum point is $\hat{x}=(-0.5825,0.8128)$.
and it follows from equation (17.3) that $L_{x}^{\prime}(\hat{x}(t), \hat{\lambda})=0$, if $\hat{\lambda} \in \mathbf{R}_{+}^{m}$ is the vector defined by

$$
\hat{\lambda}_{i}=-\frac{1}{\operatorname{tg}_{i}(\hat{x}(t))} .
$$




Figure 17.2. The central path for the LP problem $\min _{x \in X} 2 x_{1}-3 x_{2}$ with $X=\left\{x \in \mathbf{R}^{2} \mid x_{2} \geq 0, x_{2} \leq 3 x_{1}, x_{2} \leq x_{1}+1, x_{1}+x_{2} \leq 4\right\}$ and logarithmic barrier. The point $\hat{x}_{F}$ is the analytic center of $X$, and $\hat{x}=(1.5,2.5)$ is the optimal solution.

Since the Lagrange function is convex in the variable $x$, we conclude that $\hat{x}(t)$ is a minimum point for the function $L(\cdot, \hat{\lambda})$. The value at $\hat{\lambda}$ of the dual function $\phi: \mathbf{R}_{+}^{m} \rightarrow \mathbf{R}$ to our minimization problem (P) is therefore by definition

$$
\phi(\hat{\lambda})=L(\hat{x}(t), \hat{\lambda})=f(\hat{x}(t))-m / t
$$

By weak duality, $\phi(\hat{\lambda}) \leq f(\hat{x})$, so it follows that

$$
f(\hat{x}(t))-m / t \leq f(\hat{x}) .
$$

We have thus arrived at the following approximation theorem, which for convex problems with logarithmic barrier provides more precise information than Theorem 17.1.1.

Theorem 17.1.2. The points $\hat{x}(t)$ on the central path for the convex minimization problem $(P)$ with optimal solution $\hat{x}$ and logarithmic barrier satisfy the inequality

$$
f(\hat{x}(t))-f(\hat{x}) \leq \frac{m}{t}
$$

Note that the estimate of the theorem depends on the number of constraints but not on the dimension.

### 17.2 Path-following methods

A strategy for determining the optimal value of the convex optimization problem

```
min f(x)
s.t. }\mp@subsup{g}{i}{}(x)\leq0,\quadi=1,2,\ldots,
```

for twice continuously differentiable objective and constraint functions with an error that is less than or equal to $\epsilon$, would in light of Theorem 17.1.2 be to solve the optimization problem $\min F_{t}(x)$ with logarithmic barrier $F$ for $t=m / \epsilon$, using for example Newton's method. The strategy works for small problems and with moderate demands on accuracy, but better results are obtained by solving the problems $\min F_{t}(x)$ for an increasing sequence of $t$-values until $t \geq m / \epsilon$.

A simple version of the barrier method or the path-following method, as it is also called, therefore looks like this:

## Path-following method

Given a starting point $x=x_{0} \in \operatorname{int} X$, a real number $t=t_{0}>0$, an update parameter $\alpha>1$ and a tolerance $\epsilon>0$.

## Repeat

1. Compute $\hat{x}(t)$ by minimizing $F_{t}=t f+F$ with $x$ as starting point
2. Update: $x:=\hat{x}(t)$.
3. Stopping criterion: stop if $m / t \leq \epsilon$.
4. Increase $t: t:=\alpha t$.

Step 1 is called an outer iteration or a centering step because it is about finding a point on the central path. To minimize the function $F_{t}$, Newton's method is used, and the iterations of Newton's method to compute $\hat{x}(t)$ with $x$ as the starting point are called inner iterations.

It is not necessary to compute $\hat{x}(t)$ exactly in the outer iterations; the central path serves no other function than to lead to the optimal point $\hat{x}$, and good approximations to points on the central path will also give rise to a sequence of points which converges to $\hat{x}$.

The computational cost of the method obviously depends on the total number of outer iterations that have to be performed before the stopping criterion is met, and on the number of inner iterations in each outer iteration.

## The update parameter $\alpha$

The parameter $\alpha$ (and the initial value $t_{0}$ ) determines the number of outer iterations required to reach the stopping criterion $t \geq m / \epsilon$. If $\alpha$ is small, i.e. close to 1 , then many outer iterations are needed, but on the other hand, each outer iteration requires few inner iterations since the minimum point $x=\hat{x}(t)$ of the function $F_{t}$ is then a very good starting point in Newton's algorithm for the problem of minimizing the function $F_{\alpha t}$.

For large $\alpha$ values the opposite is true; few outer iterations are needed, but each outer iteration now requires more Newton steps as the starting point $\hat{x}(t)$ is farther from the minimum point $\hat{x}(\alpha t)$.

From experience, it turns out, however, that the above two effects tend to offset each other. The total number of Newton steps is roughly constant over a wide range of $\alpha$, and values of $\alpha$ between 10 and 20 usually work well.

## The initial value $t_{0}$

The choice of the starting value $t_{0}$ is also significant. A small value requires many outer iterations before the stopping criterion is met. A large value, on the other hand, requires many inner iterations in the first outer iteration before a sufficiently good approximation to the point $\hat{x}\left(t_{0}\right)$ on the central path has been found. Since $f\left(\hat{x}\left(t_{0}\right)\right)-f(\hat{x}) \approx m / t_{0}$, it may be reasonable to choose $t_{0}$ so that $m / t_{0}$ is of the same magnitude as $f\left(x_{0}\right)-f(\hat{x})$. The problem, of course, is that the optimal value $f(\hat{x})$ is not known a priori, so it is necessary to use a suitable estimate. If, for example, a feasible point $\lambda$ for the dual problem is known and $\phi$ is the dual function, then $\phi(\lambda)$ can be used as an approximation of $f(\hat{x})$, and $t_{0}=m /\left(f\left(x_{0}\right)-\phi(\lambda)\right)$ can be taken as initial $t$-value.

## The starting point $x_{0}$

The starting point $x_{0}$ must lie in the interior of $X$, i.e. it has to satisfy all constraints with strict inequality. If such a point is not known in advance, then one can use the barrier method on an artificial problem to compute such
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a point, or to conclude that the original problem has no feasible points. The procedure is called phase 1 of the path-following method and works as follows.

Consider the inequalities

$$
\begin{equation*}
g_{i}(x) \leq 0, \quad i=1,2, \ldots, m \tag{17.4}
\end{equation*}
$$

and suppose that the functions $g_{i}: \Omega \rightarrow \mathbf{R}$ are convex and twice continuously differentiable. To determine a point that satisfies all inequalities strictly or to determine that there is no such point, we form the optimization problem

$$
\begin{array}{ll}
\min & s  \tag{17.5}\\
\text { s.t. } & g_{i}(x) \leq s, \quad i=1,2, \ldots, m
\end{array}
$$

in the variables $x$ and $s$. This problem has strictly feasible points, because we can first choose $x_{0} \in \Omega$ arbitrarily and then choose $s_{0}>\max _{i} g_{i}\left(x_{0}\right)$, and we obtain in this way a point $\left(x_{0}, s_{0}\right) \in \Omega \times \mathbf{R}$ that satisfies the constraints with strict inequalities. The functions $(x, s) \mapsto g_{i}(x)-s$ are obviously convex. We can therefore use the path-following method on the problem (17.5), and depending on the sign of the problem's optimal value $v_{\min }$, we get three cases.
$v_{\min }<0$ : The system (17.4) has strictly feasible solutions. Indeed, if $(x, s)$
is a feasible point for the problem (17.5) with $s<0$, then $g_{i}(x)<0$
for all $i$. This means that it is not necessary to solve the optimization problem (17.5) with great accuracy. The algorithm can be stopped as soon as it has generated a point $(x, s)$ with $s<0$.
$v_{\min }>0$ : The system (17.4) is infeasible. Also in this case, it is not necessary to solve the problem with great accuracy. We can stop as soon as we have found a feasible point for the dual problem with a positive value of the dual function, since this implies that $v_{\min }>0$.
$v_{\min }=0$ : If the greatest lower bound $v_{\text {min }}=0$ is attained, i.e. if there is a point $(\hat{x}, \hat{s})$ with $\hat{s}=0$, then the system (17.4) is feasible but not strictly feasible. The system (17.4) is infeasible if $v_{\text {min }}$ is not attained. In practice, it is of course impossible to determine exactly that $v_{\min }=0$; the algorithm terminates with the conclusion that $\left|v_{\text {min }}\right|<\epsilon$ for some small positive number $\epsilon$, and we can only be sure that the system $g_{i}(x)<-\epsilon$ is infeasible and that the system $g_{i}(x) \leq \epsilon$ is feasible.

## Convergence analysis

At the beginning of outer iteration number $k$, we have $t=\alpha^{k-1} t_{0}$. The stopping criterion will be triggered as soon as $m /\left(\alpha^{k-1} t_{0}\right) \leq \epsilon$, i.e. when
$k-1 \geq\left(\log \left(m /\left(\epsilon t_{0}\right)\right) / \log \alpha\right.$. The number of outer iterations is thus equal to

$$
\left\lceil\frac{\log \left(m /\left(\epsilon t_{0}\right)\right.}{\log \alpha}\right\rceil+1
$$

(for $\epsilon \leq m / t_{0}$ ).
The path-following method therefore works, provided that the minimization problems

$$
\begin{array}{ll}
\min & t f(x)+F(x)  \tag{17.6}\\
\text { s.t. } & x \in \operatorname{int} X
\end{array}
$$

can be solved for $t \geq t_{0}$. Using Newton's method, this is true, for example, if the objective functions satisfy the conditions of Theorem 15.2.4, i.e. if $F_{t}$ is strongly convex, has a Lipschitz continuous derivative and the sublevel set corresponding to the starting point is closed.

A question that remains to be resolved is whether the problem (17.6) gets harder and harder, that is requires more innner iterations, when $t$ grows. Practical experience shows that this is not so - in most problems, the number of Newton steps seems to be roughly constant when $t$ grows. For problems with self-concordant objective and barrier functions, it is possible to obtain exact estimates of the total number of iterations needed to solve the optimization problem (P) with a given accuracy, and this will be the theme in Chapter 18.


## Chapter 18

## The path-following method with self-concordant barrier

### 18.1 Self-concordant barriers

Definition. Let $X$ be a closed convex subset of $\mathbf{R}^{n}$ with nonempty interior int $X$, and let $\nu$ be a nonnegative number. A function $f$ : int $X \rightarrow \mathbf{R}$ is called a self-concordant barrier to $X$ with parameter $\nu$, or shorter a $\nu$-self-concordant barrier, if the function is closed, self-concordant and non-constant, and the Newton decrement satisfies the inequality

$$
\begin{equation*}
\lambda(f, x) \leq \nu^{1 / 2} \tag{18.1}
\end{equation*}
$$

for all $x \in \operatorname{int} X$.
It follows from Theorem 15.1.2 and Theorem 15.1.3 that inequality (18.1) holds if and only if

$$
\left|\left\langle f^{\prime}(x), v\right\rangle\right| \leq \nu^{1 / 2}\|v\|_{x}
$$

for all vectors $v \in \mathbf{R}^{n}$, or equivalently, if and only if

$$
(D f(x)[v])^{2} \leq \nu D^{2} f(x)[v, v]
$$

for all $v \in \mathbf{R}^{n}$.
A closed self-concordant function $f: \Omega \rightarrow \mathbf{R}$ with the property that $\sup _{x \in \Omega} \lambda(f, x)<1$ is necessarily constant and the domain $\Omega$ is equal to $\mathbf{R}^{n}$, according to Theorem 16.4.7. The parameter $\nu$ of a self-concordant barrier must thus be greater than or equal to 1 .

Example 18.1.1. The function $f(x)=-\ln x$ is a 1 -self-concordant barrier to the interval $[0, \infty[$, because $f$ is closed and self-concordant and $\lambda(f, x)=1$ for all $x>0$.

Example 18.1.2. Convex quadratic functions

$$
f(x)=\frac{1}{2}\langle x, A x\rangle+\langle b, x\rangle+c
$$

are self-concordant on $\mathbf{R}^{n}$, but they do not function as self-concordant barriers, because $\sup \lambda(f, x)=\infty$ for all non-constant convex quadratic functions $f$, according to Example 15.1.2.

We will show later that only subsets of halfspaces can have self-concordant barriers, so there is no self-concordant barrier to the whole $\mathbf{R}^{n}$.

Example 18.1.3. Let $g(x)$ be a non-constant convex, quadratic function. The function $f$, defined by

$$
f(x)=-\ln (-g(x)),
$$

is a 1-self-concordant barrier to the set $X=\left\{x \in \mathbf{R}^{n} \mid g(x) \leq 0\right\}$.

Proof. Let $g(x)=\frac{1}{2}\langle x, A x\rangle+\langle b, x\rangle+c$, let $v$ be an arbitrary vector in $\mathbf{R}^{n}$, and set

$$
\alpha=-\frac{1}{g(x)} D g(x)[v] \quad \text { and } \quad \beta=-\frac{1}{g(x)} D^{2} g(x)[v, v]=-\frac{1}{g(x)}\langle v, A v\rangle,
$$

where $x$ is an arbitrary point in the interior of $X$. Note that $\beta \geq 0$ and that $D^{3} g(x)[v, v, v]=0$. It therefore follows from the differentiation rules that

$$
\begin{aligned}
D f(x)[v] & =-\frac{1}{g(x)} D g(x)[v]=\alpha, \\
D^{2} f(x)[v, v] & =\frac{1}{g(x)^{2}}(D g(x)[v])^{2}-\frac{1}{g(x)} D^{2} g(x)[v, v]=\alpha^{2}+\beta \geq 0, \\
D^{3} f(x)[v, v, v] & =-\frac{2}{g(x)^{3}}(D g(x)[v])^{3}+\frac{3}{g(x)^{2}} D^{2} g(x)[v, v] D g(x)[v] \\
& -\frac{1}{g(x)} D^{3} g(x)[v, v, v]=2 \alpha^{3}+3 \alpha \beta .
\end{aligned}
$$

The function $f$ is convex since its second derivative is positive semidefinite, and it is closed since $f(x) \rightarrow+\infty$ as $g(x) \rightarrow 0$. By squaring it is easy to show that the inequality $\left|2 \alpha^{3}+3 \alpha \beta\right| \leq 2\left(\alpha^{2}+\beta\right)^{3 / 2}$ holds for all $\alpha \in \mathbf{R}$ and all $\beta \in \mathbf{R}_{+}$, and obviously $\alpha^{2} \leq \alpha^{2}+\beta$. This means that $\left|D^{3} f(x)[v, v, v]\right| \leq 2\left(D^{2} f(x)[v, v]\right)^{3 / 2}$ and that $(D f(x)[v])^{2} \leq D^{2} f(x)[v, v]$. So $f$ is 1-self-concordant.

The following three theorems show how to build new self-concordant barriers from given ones.

Theorem 18.1.1. If $f$ is a $\nu$-self-concordant barrier to the set $X$ and $\alpha \geq 1$, then $\alpha f$ is an $\alpha \nu$-self-concordant barrier to $X$.

Proof. The proof is left as a simple exercise.
Theorem 18.1.2. If $f$ is a $\mu$-self-concordant barrier to the set $X$ and $g$ is a $\nu$-self-concordant barrier to the set $Y$, then the sum $f+g$ is a self-concordant barrier with parameter $\mu+\nu$ to the intersection $X \cap Y$. And $f+c$ is a $\mu$ -self-concordant barrier to $X$ for each constant $c$.

Proof. The sum $f+g$ is a closed convex function, and it is self-concordant on the set $\operatorname{int}(X \cap Y)$ according to Theorem 16.1.5. To prove that the sum is a self-concordant barrier with parameter $(\mu+\nu)$, we assume that $v$ is an arbitrary vector in $\mathbf{R}^{n}$ and write $a=D^{2} f(x)[v, v]$ and $b=D^{2} g(x)[v, v]$. We then have, by definition,

$$
(D f(x)[v])^{2} \leq \mu a \quad \text { and } \quad(D g(x)[v])^{2} \leq \nu b
$$


and using the inequality $2 \sqrt{\mu \nu a b} \leq \nu a+\mu b$ between the geometric and the arithmetic mean, we obtain the inequality

$$
\begin{aligned}
(D(f+g)(x)[v])^{2} & =(D f(x)[v])^{2}+(D g(x)[v])^{2}+2 D f(x)[v] \cdot D g(x)[v] \\
& \leq \mu a+\nu b+2 \sqrt{\mu a \nu b} \leq \mu a+\nu b+\nu a+\mu b \\
& =(\mu+\nu)(a+b)=(\mu+\nu) D^{2}(f+g)(x)[v, v]
\end{aligned}
$$

which means that $\lambda(f+g, x) \leq(\mu+\nu)^{1 / 2}$.
The assertion about the sum $f+c$ is trivial, since $\lambda(f, x)=\lambda(f+c, x)$ for constants $c$.

Theorem 18.1.3. Suppose that $A: \mathbf{R}^{m} \rightarrow \mathbf{R}^{n}$ is an affine map and that $f$ is $a \nu$-self-concordant barrier to the subset $X$ of $\mathbf{R}^{n}$. The composition $g=f \circ A$ is then a $\nu$-self-concordant barrier to the inverse image $A^{-1}(X)$.

Proof. The proof is left as an exercise.
Example 18.1.4. It follows from Example 18.1.1 and Theorems 18.1.2 and 18.1.3 that the function

$$
f(x)=-\sum_{i=1}^{m} \ln \left(b_{i}-\left\langle a_{i}, x\right\rangle\right)
$$

is an $m$-self-concordant barrier to the polyhedron

$$
X=\left\{x \in \mathbf{R}^{n} \mid\left\langle a_{i}, x\right\rangle \leq b_{i}, \quad i=1,2, \ldots, m\right\} .
$$

Theorem 18.1.4. If $f$ is a $\nu$-self-concordant barrier to the set $X$, then

$$
\left\langle f^{\prime}(x), y-x\right\rangle \leq \nu
$$

for all $x \in \operatorname{int} X$ and all $y \in X$.
Remark. It follows that a set with a self-concordant barrier must be a subset of some halfspace. Indeed, a set $X$ with a $\nu$-self-concordant barrier is a subset of the closed halfspace $\left\{y \in \mathbf{R}^{n} \mid\langle c, y\rangle \leq \nu+\left\langle c, x_{0}\right\rangle\right\}$, where $x_{0} \in \operatorname{int} X$ is an arbitrary point with $c=f^{\prime}\left(x_{0}\right) \neq 0$.

Proof. Fix $x \in \operatorname{int} X$ and $y \in X$, let $x^{t}=x+t(y-x)$ and define the function $\phi$ by setting $\phi(t)=f\left(x^{t}\right)$. Then $\phi$ is certainly defined on the open interval $] \alpha, 1[$ for some negative number $\alpha$, since $x$ is an iterior point. Moreover,

$$
\phi^{\prime}(t)=D f\left(x^{t}\right)[y-x]
$$

and especially, $\phi^{\prime}(0)=D f(x)[y-x]=\left\langle f^{\prime}(x), y-x\right\rangle$. We will prove that $\phi^{\prime}(0) \leq \nu$.

If $\phi^{\prime}(0) \leq 0$, then we are done, so assume that $\phi^{\prime}(0)>0$. By $\nu$-selfconcordance,

$$
\phi^{\prime \prime}(t)=D^{2} f\left(x^{t}\right)[y-x, y-x] \geq \nu^{-1}\left(D f\left(x^{t}\right)[y-x]\right)^{2}=\nu^{-1} \phi^{\prime}(t)^{2} \geq 0
$$

The derivative $\phi^{\prime}$ is thus increasing, and this implies that $\phi^{\prime}(t) \geq \phi^{\prime}(0)>0$ for $t \geq 0$. Furthermore,

$$
\frac{d}{d t}\left(-\frac{1}{\phi^{\prime}(t)}\right)=\frac{\phi^{\prime \prime}(t)}{\phi^{\prime}(t)^{2}} \geq \frac{1}{\nu}
$$

for all $t$ in the interval $[0,1[$, so by integrating the last mentioned inequality over the interval $[0, \beta]$, where $\beta<1$, we obtain the inequality

$$
\frac{1}{\phi^{\prime}(0)}>\frac{1}{\phi^{\prime}(0)}-\frac{1}{\phi^{\prime}(\beta)}=\int_{0}^{\beta} \frac{d}{d t}\left(-\frac{1}{\phi^{\prime}(t)}\right) d t \geq \frac{\beta}{\nu}
$$

Hence, $\phi^{\prime}(0)<\nu / \beta$ for all $\beta<1$, which implies that $\phi^{\prime}(0) \leq \nu$.
Theorem 18.1.5. Suppose that $f$ is a $\nu$-self-concordant barrier to the set $X$. If $x \in \operatorname{int} X, y \in X$ and $\left\langle f^{\prime}(x), y-x\right\rangle \geq 0$, then

$$
\|y-x\|_{x} \leq \nu+2 \sqrt{\nu}
$$

Remark. If $x \in \operatorname{int} X$ is a minimum point, then $\left\langle f^{\prime}(x), y-x\right\rangle=0$ for all points $y \in X$, since $f^{\prime}(x)=0$. Hence, $\|y-x\|_{x} \leq \nu+2 \sqrt{\nu}$ for all $y \in X$ if $x$ is a minimum point.

Proof. Let $r=\|y-x\|_{x}$. If $r \leq \sqrt{\nu}$, then there is nothing to prove, so assume that $r>\sqrt{\nu}$, and consider for $\alpha=\sqrt{v} / r$ the point $z=x+\alpha(y-x)$, which lies in the interior of $X$ since $\alpha<1$. By using Theorem 18.1.4 with $z$ instead of $x$, the assumption $\left\langle f^{\prime}(x), y-x\right\rangle \geq 0$, Theorem 16.3.2 and the equalities $y-z=(1-\alpha)(y-x)$ and $z-x=\alpha(y-x)$, we obtain the following chain of inequalities and equalities:

$$
\begin{aligned}
\nu & \geq\left\langle f^{\prime}(z), y-z\right\rangle=(1-\alpha)\left\langle f^{\prime}(z), y-x\right\rangle \geq(1-\alpha)\left\langle f^{\prime}(z)-f^{\prime}(x), y-x\right\rangle \\
& =\frac{1-\alpha}{\alpha}\left\langle f^{\prime}(z)-f^{\prime}(x), z-x\right\rangle \geq \frac{1-\alpha}{\alpha} \cdot \frac{\|z-x\|_{x}^{2}}{1+\|z-x\|_{x}} \\
& =\frac{(1-\alpha) \alpha\|y-x\|_{x}^{2}}{1+\alpha\|y-x\|_{x}}=\frac{r \sqrt{\nu}-\nu}{1+\sqrt{\nu}} .
\end{aligned}
$$

The inequality between the extreme ends simplifies to $r \leq \nu+2 \sqrt{\nu}$, which is the desired inequality.

Given a self-concordant funktion $f$ with the corresponding local seminorm $\|\cdot\|_{x}$, we set

$$
\mathcal{E}(x ; r)=\left\{y \in \mathbf{R}^{n} \mid\|y-x\|_{x} \leq r\right\} .
$$

If $f$ is non-degenerate, then $\|\cdot\|_{x}$ is a norm at each point $x \in \operatorname{int} X$, and the set $\mathcal{E}(x ; r)$ is a closed ellipsoid in $\mathbf{R}^{n}$ with axis directions determined by the eigenvectors of the second derivative $f^{\prime \prime}(x)$.

For non-degenerate self-concordant barriers we now have the following corollary to Theorem 18.1.5.

Theorem 18.1.6. Suppose that $f$ is a non-degenerate $\nu$-self-concordant barrier to the closed convex set $X$. Then $f$ attains a minimum if and only if $X$ is a bounded set. The minimum point $\hat{x}_{f} \in \operatorname{int} X$ is unique in that case, and

$$
\mathcal{E}\left(\hat{x}_{f} ; 1\right) \subseteq X \subseteq \mathcal{E}\left(\hat{x}_{f} ; \nu+2 \sqrt{\nu}\right) .
$$

Remark. A closed self-concordant function whose domain does not contain any line, is automatically non-degenerate, so it is not necessary to state explicitly that a self-concordant barrier to a compact set should be nondegenerate.


Proof. The sublevel sets of a closed convex function are closed, so if $X$ is a bounded set, then each sublevel set $\{x \in \operatorname{int} X \mid f(x) \leq \alpha\}$ is both closed and bounded, and this implies that $f$ has a minimum, and the minimum point of a non-degenerate convex function is necessarily unique.

Conversely, assume that $f$ has a minimum point $\hat{x}_{f}$. Then by the remark following Theorem 18.1.5, $\left\|y-\hat{x}_{f}\right\|_{\hat{x}_{f}} \leq \nu+2 \sqrt{\nu}$ for all $y \in X$, and this amounts to the right inclusion in Theorem 18.1.6, which implies, of course, that $X$ is a bounded set.

The remaining left inclusion follows from Theorem 16.3.2, which implies that the open ellipsoid $\left\{y \in \mathbf{R}^{n} \mid\|y-x\|_{x}<1\right\}$ is a subset of int $X$ for each choice of $x \in \operatorname{int} X$. The closure $\mathcal{E}(x ; 1)$ is therefore a subset of $X$, and we obtain the left inclusion by choosing $x=\hat{x}_{f}$.

Given a self-concordant barrier to a set $X$ we will need to compare the local seminorms $\|v\|_{x}$ and $\|v\|_{y}$ of a vector at different points $x$ and $y$, and in order to achieve this we need a measure for the distance from $y$ to $x$ relative the distance from $y$ to the boundary of $X$ along the half-line from $x$ through $x$. The following definition provides us with the relevant measure.

Definition. Let $X$ be a closed convex subset of $\mathbf{R}^{n}$ with nonempty interior. For each $y \in \operatorname{int} X$ we define a function $\pi_{y}: \mathbf{R}^{n} \rightarrow \mathbf{R}_{+}$by setting

$$
\pi_{y}(x)=\inf \left\{t>0 \mid y+t^{-1}(x-y) \in X\right\} .
$$

Obviously, $\pi_{y}(y)=0$. To determine $\pi_{y}(x)$ if $x \neq y$, we consider the halfline from $y$ through $x$; if the half-line intersects the boundary of $X$ in a point $z$, then $\pi_{y}(x)=\|x-y\| /\|z-y\|$ (with respect to arbitrary norms), and if the entire half-line lies in $X$, then $\pi_{y}(x)=0$. We note that $\pi_{y}(x)<1$ for interior points $x$, that $\pi_{y}(x)=1$ for boundary points $x$, and that $\pi_{y}(x)>1$ for points outside $X$.

We could also have defined the function $\pi_{y}$ in terms of the Minkowski functional that was introduced in Section 6.10 of Part I, because

$$
\pi_{y}(x)=\phi_{-y+X}(x-y),
$$

where $\phi_{-y+X}$ is the Minkowski functional of the set $-y+X$.
The following simple estimate of $\pi_{y}(x)$ will be needed later on.
Theorem 18.1.7. Let $X$ be a compact convex set, let $x$ and $y$ be points in the interior of $X$, and suppose that

$$
B(x, r) \subseteq X \subseteq \bar{B}(0 ; R)
$$

where the balls are given with respect to an arbitrary norm $\|\cdot\|$. Then

$$
\pi_{y}(x) \leq \frac{2 R}{2 R+r}
$$

Proof. The inequality is trivially true if $x=y$, so suppose that $x \neq y$. The half-line from $y$ through $x$ intersects the boundary of $X$ in a point $z$ and $\|z-y\|=\|z-x\|+\|x-y\|$. Furthermore, $\|z-x\| \geq r$ and $\|x-y\| \leq 2 R$, so it follows that

$$
\pi_{y}(x)=\frac{\|x-y\|}{\|z-y\|}=\left(1+\frac{\|z-x\|}{\|x-y\|}\right)^{-1} \leq\left(1+\frac{r}{2 R}\right)^{-1}=\frac{2 R}{2 R+r} .
$$

The direction derivative $\left\langle f^{\prime}(x), v\right\rangle$ of a $\nu$-self-concordant barrier function $f$ is bounded by $\sqrt{\nu}\|v\|_{x}$, by definition. Our next theorem shows that the same direction derivative is also bounded by a constant times $\|v\|_{y}$, if $y$ is an arbitrary point in the domain of $f$. The two local norms $\|v\|_{x}$ and $\|v\|_{y}$ are also compared.

Theorem 18.1.8. Let $f$ be a $\nu$-self-concordant barrier to $X$, and let $x$ and $y$ be two points in the interior of $X$. Then, for all vectors $v$

$$
\begin{equation*}
\left|\left\langle f^{\prime}(x), v\right\rangle\right| \leq \frac{\nu}{1-\pi_{y}(x)}\|v\|_{y} \tag{18.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\|v\|_{x} \leq \frac{\nu+2 \sqrt{\nu}}{1-\pi_{y}(x)}\|v\|_{y} \tag{18.3}
\end{equation*}
$$

Proof. The two inequalities hold if $y=x$ since

$$
\left|\left\langle f^{\prime}(x), v\right\rangle\right| \leq \sqrt{\nu}\|v\|_{x} \leq \nu\|v\|_{x}
$$

and $\pi_{x}(x)=0$. They also hold if $\|v\|_{y}=0$, i.e. if the vector $v$ belongs to the recessive subspace of $f$, because then $\|v\|_{x}=0$ and $\left\langle f^{\prime}(x), v\right\rangle=0$. Assume henceforth that $y \neq x$ and that $\|v\|_{y} \neq 0$.

First consider the case $\|v\|_{y}=1$, and let $s$ be an arbitrary number greater than $\nu+2 \sqrt{\nu}$. Then, by Theorems 16.3.2 and 18.1.5, we conclude that
(i) The two points $y \pm v$ lie in $X$.
(ii) At least one of the two points $x \pm \frac{s}{\|v\|_{x}} v$ lies outside $X$.

By the definition of $\pi_{y}(x)$ there is a vector $z \in X$ such that

$$
x=y+\pi_{y}(x)(z-y),
$$

and since

$$
x \pm\left(1-\pi_{y}(x)\right) v=\pi_{y}(x) z+\left(1-\pi_{y}(x)\right)(y \pm v),
$$

it follows from convexity that
(iii) The two points $x \pm\left(1-\pi_{y}(x)\right) v$ lie in $X$.

It now follows from (iii) and Theorem 18.1.4 that

$$
\left\langle f^{\prime}(x), \pm v\right\rangle=\frac{1}{1-\pi_{y}(x)}\left\langle f^{\prime}(x), x \pm\left(1-\pi_{y}(x)\right) v-x\right\rangle \leq \frac{\nu}{1-\pi_{y}(x)}
$$

which means that

$$
\left|\left\langle f^{\prime}(x), v\right\rangle\right| \leq \frac{\nu}{1-\pi_{y}(x)}
$$

This proves inequality (18.2) for vectors $v$ with $\|v\|_{y}=1$, and if $v$ is an arbitrary vector with $\|v\|_{y} \neq 0$, we obtain inequality (18.2) by replacing $v$ in the inequality above with $v /\|v\|_{y}$.

By combining the two assertions (ii) and (iii) we conclude that

$$
1-\pi_{y}(x)<\frac{s}{\|v\|_{x}}
$$

i.e. that

$$
\|v\|_{x}<\frac{s}{1-\pi_{y}(x)}=\frac{s}{1-\pi_{y}(x)}\|v\|_{y}
$$

and since this holds for all $s>\nu+2 \sqrt{\nu}$, it follows that

$$
\|v\|_{x} \leq \frac{\nu+2 \sqrt{\nu}}{1-\pi_{y}(x)}\|v\|_{y}
$$



This proves inequality (18.3) in the case $\|v\|_{y}=1$, and since the inequality is homogeneous, it holds in general.

Definition. Let $\|\cdot\|_{x}$ be the local seminorm at $x$ which is associated with the two times differentiable convex function $f: X \rightarrow \mathbf{R}$, where $X$ is a subset of $\mathbf{R}^{n}$. The corresponding dual local norm is the function $\|\cdot\|_{x}^{*}: \mathbf{R}^{n} \rightarrow \overline{\mathbf{R}}$, which is defined by

$$
\|v\|_{x}^{*}=\sup _{\|w\|_{x} \leq 1}\langle v, w\rangle
$$

for all $v \in \mathbf{R}^{n}$.
The dual norm is easily verified to be subadditive and homogeneous, i.e. $\|v+w\|_{x}^{*} \leq\|v\|_{x}^{*}+\|w\|_{x}^{*}$ and $\|\lambda v\|_{x}^{*}=|\lambda|\|v\|_{x}^{*}$ for all $v, w \in \mathbf{R}^{n}$ and all real numbers $\lambda$, but $\|\cdot\|_{x}^{*}$ is a proper norm on the whole of $\mathbf{R}^{n}$ only for points $x$ where the second derivative $f^{\prime \prime}(x)$ is positive definite, because $\|v\|_{x}^{*}=\infty$ if $v$ is a nonzero vector in the null space $\mathcal{N}\left(f^{\prime \prime}(x)\right)$ since $\|t v\|_{x}=0$ for all $t \in \mathbf{R}$ and $\langle v, t v\rangle=t\|v\|^{2} \rightarrow \infty$ as $t \rightarrow \infty$. However, $\|\cdot\|_{x}^{*}$ is always a proper norm when restricted to the subspace $\mathcal{N}\left(f^{\prime \prime}(x)\right)^{\perp}$. See exercise 18.2.

By Theorem 15.1.3, we have the following expression for the Newton decrement $\lambda(f, x)$ in terms of the dual local norm:

$$
\lambda(f, x)=\left\|f^{\prime}(x)\right\|_{x}^{*} .
$$

The following variant of the Cauchy-Schwarz inequality holds för the local seminorm.

Theorem 18.1.9. Assume that $\|v\|_{x}^{*}<\infty$. Then

$$
|\langle v, w\rangle| \leq\|v\|_{x}^{*}\|w\|_{x}
$$

for all vectors $w$.
Proof. If $\|w\|_{x} \neq 0$ then $\pm w /\|w\|_{x}$ are two vectors with local seminorm equal to 1 , so it follows from the definition of the dual norm that

$$
\pm \frac{1}{\|w\|_{x}}\langle v, w\rangle=\left\langle v, \pm w /\|w\|_{x}\right\rangle \leq\|v\|_{x}^{*}
$$

and we obtain the sought inequality after multiplication by $\|w\|_{x}$.
If instead $\|w\|_{x}=0$, then $\|t w\|_{x}=0$ for all real numbers $t$, and it follows from the supremum definition that $t\langle v, w\rangle=\langle v, t w\rangle \leq\|v\|_{x}^{*}<\infty$ for all $t$. This being possible only if $\langle v, w\rangle=0$, we conclude that the inequality applies in this case, too.

Later we will need various estimates of $\|v\|_{x}^{*}$. Our first estimate is in terms of the width in different directions of the set $X$, and this motivates our next definition.

Definition. Given a nonempty subset $X$ of $\mathbf{R}^{n}$, let $\operatorname{Var}_{X}: \mathbf{R}^{n} \rightarrow \overline{\mathbf{R}}$ be the function defined by

$$
\operatorname{Var}_{X}(v)=\sup _{x \in X}\langle v, x\rangle-\inf _{x \in X}\langle v, x\rangle .
$$

$\operatorname{Var}_{X}(v)$ is obviously a finite number for each $v \in \mathbf{R}^{n}$ if the set $X$ is bounded, and if $v$ is a unit vector, then $\operatorname{Var}_{X}(v)$ measures the width of the set $X$ in the direction of $v$.

Our next theorem shows how to estimate $\|\cdot\|_{x}^{*}$ using $\operatorname{Var}_{X}$.
Theorem 18.1.10. Suppose that $f: X \rightarrow \mathbf{R}$ is a closed self-concordant function with a bounded open convex subset $X$ of $\mathbf{R}^{n}$ as domain, and let $\|\cdot\|_{x}^{*}$ be the dual local norm associated with the function $f$ at the point $x \in X$. Then

$$
\|v\|_{x}^{*} \leq \operatorname{Var}_{X}(v)
$$

for all $v \in \mathbf{R}^{n}$.
Proof. It follows from the previous theorem that $y$ is a point in $\mathrm{cl} X$ if $x$ is a point in $X$ and $\|y-x\|_{x} \leq 1$. Hence,

$$
\begin{aligned}
\|v\|_{x}^{*} & =\sup _{\|w\|_{x} \leq 1}\langle v, w\rangle=\sup _{\|y-x\|_{x} \leq 1}\langle v, y-x\rangle \leq \sup _{y \in \mathrm{cl} X}\langle v, y-x\rangle=\sup _{y \in X}\langle v, y-x\rangle \\
& =\sup _{y \in X}\langle v, y\rangle-\langle v, x\rangle \leq \sup _{y \in X}\langle v, y\rangle-\inf _{y \in X}\langle v, y\rangle=\operatorname{Var}_{X}(v) .
\end{aligned}
$$

We have previously defined the analytic center of a closed convex set $X$ with respect to a given barrier as the unique minimum point of the barrrier, provided that there is one. According to Theorem 18.1.6, every compact convex set with nonempty interior has an analytic center with respect to any given $\nu$-self-concordant barrier. We can now obtain an upper bound on the dual local norm $\|v\|_{x}^{*}$ at an arbitrary point $x$ in terms of the parameter $\nu$ and the value of the dual norm at the analytic center.

Theorem 18.1.11. Let $X$ be a compact convex set, and let $\hat{x}_{f}$ be the analytic center of the set with respect to a $\nu$-self-concordant barrier $f$. Then, for each vector $v \in \mathbf{R}^{n}$ and each $x \in \operatorname{int} X$,

$$
\|v\|_{x}^{*} \leq(\nu+2 \sqrt{\nu})\|v\|_{\hat{x}_{f}}^{*} .
$$

Proof. Let $B_{1}=\mathcal{E}(x ; 1)$ and $B_{2}=\mathcal{E}\left(\hat{x}_{f} ; \nu+2 \sqrt{\nu}\right)$. Theorems 16.3.2 and 18.1.6 give us the inclusions $B_{1} \subseteq X \subseteq B_{2}$, so it follows from the definition of the dual local norm that

$$
\begin{aligned}
\|v\|_{x}^{*} & =\sup _{\|w\|_{x} \leq 1}\langle v, w\rangle=\sup _{y \in B_{1}}\langle v, y-x\rangle \leq \sup _{y \in B_{2}}\langle v, y-x\rangle \\
& =\left\langle v, \hat{x}_{f}-x\right\rangle+\sup _{y \in B_{2}}\left\langle v, y-\hat{x}_{f}\right\rangle=\left\langle v, \hat{x}_{f}-x\right\rangle+\sup _{\|w\|_{\hat{x}_{f}} \leq \nu+2 \sqrt{\nu}}\langle v, w\rangle \\
& =\left\langle v, \hat{x}_{f}-x\right\rangle+(\nu+2 \sqrt{\nu})\|v\|_{\hat{x}_{f}}^{*} .
\end{aligned}
$$

Since $\|-v\|_{x}^{*}=\|v\|_{x}^{*}$, we may now without loss of generality assume that $\left\langle v, \hat{x}_{f}-x\right\rangle \leq 0$, and this gives us the required inequality.

### 18.2 The path-following method

## Standard form

Let us say that a convex optimization problem is in standard form if it is presented in the form

$$
\begin{array}{ll}
\min & \langle c, x\rangle \\
\text { s.t. } & x \in X
\end{array}
$$

where $X$ is a compact convex set with nonempty interior and $X$ is equipped with a $\nu$-self-concordant barrier function $F$.

Remark. One can show that every compact convex set $X$ has a barrier function, but for a barrier function to be useful in a practical optimization problem, it has to be explicitly given so that it is possible to efficiently calculate its partial first and second derivatives.

The assumption that the set $X$ is bounded is not particularly restrictive for problems with finite optimal values, for we can always modify such problems by adding artificial, very big bounds on the variables.

We also recall that an arbitrary convex problem can be transformed into an equivalent convex problem with a linear objective function by an epigraph formulation. (See Chapter 9.3 of Part II.)

Example 18.2.1. Each LP problem with finite optimal value can be written in standard form after suitable transformations. By first identifying the affine hull of the polyhedron of feasible points with $\mathbf{R}^{n}$ for an appropriate $n$, we can without restriction assume that the polyhedron has a nonempty interior, and by adding big bounds on the variables, if necessary, we can also assume
that our polyhedron $X$ of feasible points is compact. And with $X$ written in the form

$$
\begin{equation*}
X=\left\{x \in \mathbf{R}^{n} \mid\left\langle c_{i}, x\right\rangle \leq b_{i}, i=1,2, \ldots, m\right\}, \tag{18.4}
\end{equation*}
$$

we get an $m$-self-concordant barrier $F$ to $X$, by defining

$$
F(x)=-\sum_{i=1}^{m} \ln \left(b_{i}-\left\langle c_{i}, x\right\rangle\right)
$$

Example 18.2.2. Convex quadratic optimization problems, i.e. problems of the type

$$
\begin{array}{ll}
\min & g(x) \\
\text { s.t. } & x \in X
\end{array}
$$

where $g$ is a convex quadratic function and $X$ is a bounded polyhedron in $\mathbf{R}^{n}$ with nonempty interior, can be transformed, using an epigraph formulation and an artificial bound $M$ on the new variable $s$, to problems of the form

```
min s
s.t. }(x,s)\in
```
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where $Y=\left\{(x, s) \in \mathbf{R}^{n} \times \mathbf{R} \mid x \in X, g(x) \leq s \leq M\right\}$ is a compact convex set with nonempty interior. Now assume that the polyhedron $X$ is given by equation (18.4) as an intersection of closed halfspaces. Then the function

$$
F(x, s)=-\sum_{i=1}^{m} \ln \left(b_{i}-\left\langle c_{i}, x\right\rangle\right)-\ln (s-g(x))-\ln (M-s)
$$

is an $(m+2)$-self-concordant barrier to $Y$ according to Example 18.1.3.

## Central path

We will now study the path-following method for the standard problem

$$
\begin{array}{ll}
\min & \langle c, x\rangle  \tag{SP}\\
\text { s.t. } & x \in X
\end{array}
$$

where $X$ is a compact convex subset of $\mathbf{R}^{n}$ with nonempty interior, and $F$ is a $\nu$-self-concordant barrier to $X$. The finite optimal value of the problem is denoted by $v_{\text {min }}$.

For $t \geq 0$ we define functions $F_{t}:$ int $X \rightarrow \mathbf{R}$ by

$$
F_{t}(x)=t\langle c, x\rangle+F(x) .
$$

The functions $F_{t}$ are closed and self-concordant, and since the set $X$ is compact, each function $F_{t}$ has a unique minimum point $\hat{x}(t)$. The central path $\{\hat{x}(t) \mid t \geq 0\}$ is in other words well-defined, and its points satisfy the equation

$$
\begin{equation*}
t c+F^{\prime}(\hat{x}(t))=0 \tag{18.5}
\end{equation*}
$$

and the starting point $\hat{x}(0)$ is by definition the analytic center $\hat{x}_{F}$ of $X$ with respect to the given barrier $F$.

We will use Newton's method to determine the minimum point $\hat{x}(t)$, and for that reason we need to calculate the Newton step and the Newton decrement with respect to the function $F_{t}$ at points in the interior of $X$.

Since $F_{t}^{\prime \prime}(x)=F^{\prime \prime}(x)$, the local norm $\|v\|_{x}$ of a vector $v$ with respect to the function $F_{t}$ is the same for all $t \geq 0$, namely

$$
\|v\|_{x}=\sqrt{\left\langle v, F^{\prime \prime}(x) v\right\rangle} .
$$

In contrast, Newton steps and Newton decrements depend on $t$; the Newton step at the point $x$ is equal to $-F^{\prime \prime}(x)^{-1} F_{t}^{\prime}(x)$ for the function $F_{t}$, and the decrement is given by

$$
\lambda\left(F_{t}, x\right)=\sqrt{\left\langle F_{t}^{\prime}(x), F^{\prime \prime}(x)^{-1} F_{t}^{\prime}(x)\right\rangle}=\left\|F^{\prime \prime}(x)^{-1} F_{t}^{\prime}(x)\right\|_{x}
$$

The following theorem is used to formulate the stopping criterion in the path-following method.

Theorem 18.2.1. (i) The points $\hat{x}(t)$ on the central path of the optimization problem (SP) satisfy the inequality

$$
\langle c, \hat{x}(t)\rangle-v_{\min } \leq \frac{\nu}{t}
$$

(ii) Moreover, the inequality

$$
\langle c, x\rangle-v_{\min } \leq \frac{\nu+\kappa(1-\kappa)^{-1} \sqrt{\nu}}{t}
$$

holds for $t>0$ and all point $x \in \operatorname{int} X$ satisfying the condition

$$
\lambda\left(F_{t}, x\right) \leq \kappa<1
$$

Proof. (i) Because of equation (18.5), $c=-t^{-1} F^{\prime}(\hat{x}(t))$, and it therefore follows from Theorem 18.1.4 that

$$
\langle c, \hat{x}(t)\rangle-\langle c, y\rangle=\frac{1}{t}\left\langle F^{\prime}(\hat{x}(t)), y-\hat{x}(t)\right\rangle \leq \frac{\nu}{t}
$$

for all $y \in X$. We obtain inequality (i) by choosing $y$ as an optimal solution to the problem (SP).
(ii) Since $\langle c, x\rangle-v_{\text {min }}=(\langle c, x\rangle-\langle c, \hat{x}(t)\rangle)+\left(\langle c, \hat{x}(t)\rangle-v_{\text {min }}\right)$, it suffices, due to the already proven inequality, to show that

$$
\begin{equation*}
\langle c, x\rangle-\langle c, \hat{x}(t)\rangle \leq \frac{\kappa}{1-\kappa} \cdot \frac{\sqrt{\nu}}{t} \tag{18.6}
\end{equation*}
$$

if $x \in \operatorname{int} X$ and $\lambda\left(F_{t}, x\right) \leq \kappa<1$. But it follows from Theorem 16.4.6 that

$$
\|x-\hat{x}(t)\|_{\hat{x}(t)} \leq \frac{\lambda\left(F_{t}, x\right)}{1-\lambda\left(F_{t}, x\right)} \leq \frac{\kappa}{1-\kappa},
$$

so by using that $t c=-F^{\prime}(\hat{x}(t))$ and that $F$ is $\nu$-self-concordant, we get the following chain of equalities and inequalities:

$$
\begin{aligned}
t(\langle c, x\rangle-\langle c, \hat{x}(t)\rangle) & =-\left\langle F^{\prime}(\hat{x}(t)), x-\hat{x}(t)\right\rangle \leq\left\|F^{\prime}(\hat{x}(t))\right\|_{\hat{x}(t)}^{*}\|x-\hat{x}(t)\|_{\hat{x}(t)} \\
& =\lambda(F, \hat{x}(t))\|x-\hat{x}(t)\|_{\hat{x}(t)} \leq \sqrt{\nu} \frac{\kappa}{1-\kappa},
\end{aligned}
$$

which proves inequality (18.6).

## Algorithm

The path-following algorithm for solving the standard problem

$$
\begin{array}{ll}
\min & \langle c, x\rangle  \tag{SP}\\
\text { s.t. } & x \in X
\end{array}
$$

works in brief as follows.
We start with a parameter value $t_{0}>0$ and a point $x_{0} \in \operatorname{int} X$, which is close enough to the point $\hat{x}\left(t_{0}\right)$ on the central path. "Close enough" is expressed in terms of the Newton decrement $\lambda\left(F_{t_{0}}, x_{0}\right)$, which must be sufficiently small.

Then we update the parameter $t$ by defining $t_{1}=\alpha t_{0}$ for a suitable $\alpha>1$ and minimize the function $F_{t_{1}}$ using the damped Newton method with $x_{0}$ as the starting point. Newton's method is terminated when it has reached a point $x_{1}$, which is sufficiently close to the minimum point $\hat{x}\left(t_{1}\right)$ of $F_{t_{1}}$.

The procedure is then repeated with $t_{2}=\alpha t_{1}$ as new parameter and with $x_{1}$ as starting point in Newton's method for minimization of the function $F_{t_{2}}$, etc. As a result we obtain a sequence $t_{0}, x_{0}, t_{1}, x_{1}, t_{2}, x_{2}, \ldots$ of parameter values and points, and the procedure is terminated when $t_{k}$ has become sufficiently large with $x_{k}$ as an approximate optimal point.


From this sketchy description of the algorithm it is clear that we need two parameters, one parameter $\alpha$ to describe the update of $t$, and one parameter $\kappa$ to define the stopping criterion in Newton's method. We shall estimate the total number of inner iterations, and the estimate will be the simplest and most obvious if one writes the update parameter $\alpha$ in the form $\alpha=1+\gamma / \sqrt{\nu}$.

The following precise formulation of the path-following algorithm therefore contains the parameters $\gamma$ and $\kappa$. The addition 'phase 2 ' is due to the need for an additional phase to generate feasible initial values $x_{0}$ and $t_{0}$.

## Path-following algorithm, phase 2

Given an update parameter $\gamma>0$, a neighborhood parameter $0<\kappa<1$, a tolerance $\epsilon>0$, a starting point $x_{0} \in \operatorname{int} X$, and a starting value $t_{0}>0$ such that $\lambda\left(F_{t_{0}}, x_{0}\right) \leq \kappa$.

1. Initiate: $x:=x_{0}$ and $t:=t_{0}$.
2. Stopping criterion: stop if $\epsilon t \geq \nu+\kappa(1-\kappa)^{-1} \sqrt{\nu}$.
3. Increase $t: t:=(1+\gamma / \sqrt{\nu}) t$.
4. Update $x$ by using Newton's damped method on the function $F_{t}$ with the current $x$ as starting point:
(i) Compute the Newton decrement $\lambda=\lambda\left(F_{t}, x\right)$.
(ii) quit Newton's method if $\lambda \leq \kappa$, and go to line 2 .
(iii) Compute the Newtonstep $\Delta x_{\mathrm{nt}}=-F^{\prime \prime}(x)^{-1} F_{t}^{\prime}(x)$.
(iv) Uppdate: $x:=x+(1+\lambda)^{-1} \Delta x_{\mathrm{nt}}$
(v) Go to (i).

We can now show the following convergence result.
Theorem 18.2.2. Suppose that the above path-following algorithm is applied to the standard problem (SP) with a $\nu$-self-concordant barrier $F$. Then the algorithm stops with a point $x \in \operatorname{int} X$ which satisfies

$$
\langle c, x\rangle-v_{\min } \leq \epsilon
$$

For each outer iteration, the number of inner iterations in Newton's algorithm is bounded by a constant $K$, and the total number of inner iterations in the path-following algorithm is bounded by

$$
C \sqrt{\nu} \ln \left(\frac{\nu}{t_{0} \epsilon}+1\right)
$$

where the constants $K$ and $C$ only depend on $\kappa$ and $\gamma$.
Proof. Let us start by examining the inner loop 4 of the algorithm.
Each time the algorithm passes by line 2, it does so with a point $x$ in int $X$, which belongs to a $t$-value with Newton decrement $\lambda\left(F_{t}, x\right) \leq \kappa$. In step 4 , the function $F_{s}$, where $s=(1+\gamma / \sqrt{\nu}) t$, is then minimized
using Newton's damped method with $y_{0}=x$ as the starting point. The points $y_{k}, k=1,2,3, \ldots$, generated by the method lie in int $X$ according to Theorem 16.3.2, and the stopping condition $\lambda\left(F_{s}, y_{k}\right) \leq \kappa$ implies, according to Theorem 16.5.1, that the algorithm terminates after at most $\left\lfloor\left(F_{s}(x)-F_{s}(\hat{x}(s))\right) / \rho(-\kappa)\right\rfloor$ iterations, where $\rho$ is the function

$$
\rho(u)=-u-\ln (1-u) .
$$

We shall show that there is a constant $K$, which only depends on the parameters $\kappa$ and $\gamma$, so that

$$
\left\lfloor\frac{F_{s}(x)-F_{s}(\hat{x}(s))}{\rho(-\kappa)}\right\rfloor \leq K,
$$

and for that reason we need to estimate the difference $F_{s}(x)-F_{s}(\hat{x}(s))$, which we do in the next lemma.

Lemma 18.2.3. Suppose that $\lambda\left(F_{t}, x\right) \leq \kappa<1$. Then, for all $s>0$

$$
F_{s}(x)-F_{s}(\hat{x}(s)) \leq \rho(\kappa)+\frac{\kappa \sqrt{\nu}}{1-\kappa} \cdot\left|\frac{s}{t}-1\right|+\nu \rho(1-s / t) .
$$

Proof of the lemma. We start by writing

$$
\begin{equation*}
F_{s}(x)-F_{s}(\hat{x}(s))=\left(F_{s}(x)-F_{s}(\hat{x}(t))\right)+\left(F_{s}(\hat{x}(t))-F_{s}(\hat{x}(s))\right) . \tag{18.7}
\end{equation*}
$$

By using the equality $t c=-F^{\prime}(\hat{x}(t))$ and the inequality

$$
\left|\left\langle F^{\prime}(\hat{x}(t)), v\right\rangle\right| \leq \lambda(F, \hat{x}(t))\|v\|_{\hat{x}(t)} \leq \sqrt{\nu}\|v\|_{\hat{x}(t)}
$$

we obtain the following estimate of the first difference in the right-hand side of (18.7):

$$
\begin{gather*}
F_{s}(x)-F_{s}(\hat{x}(t))=F_{t}(x)-F_{t}(\hat{x}(t))+(s-t)\langle c, x-\hat{x}(t)\rangle  \tag{18.8}\\
\quad=F_{t}(x)-F_{t}(\hat{x}(t))-(s / t-1)\left\langle F^{\prime}(\hat{x}(t)), x-\hat{x}(t)\right\rangle \\
\quad \leq F_{t}(x)-F_{t}(\hat{x}(t))+|s / t-1| \sqrt{\nu}\|x-\hat{x}(t)\|_{\hat{x}(t)} .
\end{gather*}
$$

By Theorem 16.4.6,

$$
F_{t}(x)-F_{t}(\hat{x}(t)) \leq \rho\left(\lambda\left(F_{t}, x\right)\right) \leq \rho(\kappa)
$$

and

$$
\|x-\hat{x}(t)\|_{\hat{x}(t)} \leq \frac{\lambda\left(F_{t}, x\right)}{1-\lambda\left(F_{t}, x\right)} \leq \frac{\kappa}{1-\kappa}
$$

Therefore, it follows from inequality (18.8) that

$$
\begin{equation*}
F_{s}(x)-F_{s}(\hat{x}(t)) \leq \rho(\kappa)+\left|\frac{s}{t}-1\right| \cdot \frac{\kappa \sqrt{\nu}}{1-\kappa} . \tag{18.9}
\end{equation*}
$$

It remains to estimate the second difference

$$
\begin{align*}
\phi(s) & =F_{s}(\hat{x}(t))-F_{s}(\hat{x}(s))  \tag{18.10}\\
& =s\langle c, \hat{x}(t)\rangle-s\langle c, \hat{x}(s)\rangle+F(\hat{x}(t))-F(\hat{x}(s))
\end{align*}
$$

in the right-hand side of (18.7).
The function $\hat{x}(s)$ is continuously differentiable. This follows from the implicit function theorem, because $\hat{x}(s)$ satisfies the equation

$$
s c+F^{\prime}(\hat{x}(s))=0,
$$

and the second derivative $F^{\prime \prime}(x)$ is continuous and non-singular everywhere. By implicit differentiation,

$$
c+F^{\prime \prime}(\hat{x}(s)) \hat{x}^{\prime}(s)=0
$$


which means that

$$
\hat{x}^{\prime}(s)=-F^{\prime \prime}(\hat{x}(s))^{-1} c .
$$

It now follows from equation (18.10) that the difference $\phi(s)$ is continuously differentiable with derivative

$$
\begin{aligned}
\phi^{\prime}(s) & =\langle c, \hat{x}(t)\rangle-\langle c, \hat{x}(s)\rangle-s\left\langle c, \hat{x}^{\prime}(s)\right\rangle-\left\langle F^{\prime}\left(\hat{x}(s), \hat{x}^{\prime}(s)\right\rangle\right. \\
& =\langle c, \hat{x}(t)-\hat{x}(s)\rangle-s\left\langle c, \hat{x}^{\prime}(s)\right\rangle+s\left\langle c, \hat{x}^{\prime}(s)\right\rangle \\
& =\langle c, \hat{x}(t)-\hat{x}(s)\rangle,
\end{aligned}
$$

and a further differentiation gives

$$
\begin{aligned}
\phi^{\prime \prime}(s) & =-\left\langle c, \hat{x}^{\prime}(s)\right\rangle=\left\langle c, F^{\prime \prime}(\hat{x}(s))^{-1} c\right\rangle \\
& =\left\langle s^{-1} F^{\prime}(\hat{x}(s)), s^{-1} F^{\prime \prime}(\hat{x}(s))^{-1} F^{\prime}(\hat{x}(s))\right\rangle \\
& =s^{-2}\left\langle F^{\prime}(\hat{x}(s)), F^{\prime \prime}(\hat{x}(s))^{-1} F^{\prime}(\hat{x}(s))\right\rangle=s^{-2} \lambda(F, \hat{x}(s))^{2} \leq \nu s^{-2} .
\end{aligned}
$$

Now note that $\phi(t)=\phi^{\prime}(t)=0$. By integrating the inequality for $\phi^{\prime \prime}(s)$ over the interval $[t, u]$, we therefore obtain the following estimate for $u \geq t$ :

$$
\phi^{\prime}(u)=\phi^{\prime}(u)-\phi^{\prime}(t) \leq \int_{t}^{u} \nu s^{-2} d s=\nu\left(t^{-1}-u^{-1}\right) .
$$

Integrating once more over the interval $[t, s]$ results in the inequality

$$
\begin{align*}
F_{s}(\hat{x}(t))-F_{s}(\hat{x}(s)) & =\phi(s)=\int_{t}^{s} \phi^{\prime}(u) d u \leq \nu \int_{t}^{s}\left(t^{-1}-u^{-1}\right) d u  \tag{18.11}\\
& =\nu\left(\frac{s}{t}-1-\ln \frac{s}{t}\right)=\nu \rho(1-s / t)
\end{align*}
$$

for $s \geq t$. The same conclusion is also reached for $s<t$ by first integrating the inequality for $\phi^{\prime \prime}(s)$ over the interval $[u, t]$, and then the resulting inequality for $\phi^{\prime}(u)$ over the interval $[s, t]$.

The inequality in the lemma is now finally a consequence of equation (18.7) and the estimates (18.9) and (18.11).

Continuation of the proof of Theorem 18.2.2. By using the lemma's estimate of the difference $F_{s}(x)-F_{s}(\hat{x}(s))$ when $s=(1+\gamma / \sqrt{\nu}) t$, we obtain the inequality

$$
\left\lfloor\frac{F_{s}(x)-F_{s}(\hat{x}(s))}{\rho(-\kappa)}\right\rfloor \leq\left\lfloor\frac{\rho(\kappa)+\gamma \kappa(1-\kappa)^{-1}+\nu \rho\left(-\gamma \nu^{-1 / 2}\right)}{\rho(-\kappa)}\right\rfloor,
$$

and $\nu \rho\left(-\gamma \nu^{-1 / 2}\right) \leq \frac{1}{2} \gamma^{2}$, because $\rho(u)=-u-\ln (1-u) \leq \frac{1}{2} u^{2}$ for $u<0$. The number of inner iterations in each outer iteration is therefore bounded by the constant

$$
K=\left\lfloor\frac{\rho(\kappa)+\gamma \kappa(1-\kappa)^{-1}+\frac{1}{2} \gamma^{2}}{\rho(-\kappa)}\right\rfloor,
$$

which only depends on the parameters $\kappa$ and $\gamma$. For example, $K=5$ if $\kappa=0.4$ and $\gamma=0.32$.

We now turn to the number of outer iterations. Set

$$
\beta(\kappa)=\nu+\kappa(1-\kappa)^{-1} \sqrt{\nu} .
$$

Suppose that the stopping condition $\epsilon t \geq \beta(\kappa)$ is triggered during iteration number $k$ when $t=(1+\gamma / \sqrt{\nu})^{k} t_{0}$. Because of Theorem 18.2.1, the current point $x$ then satisfies the condition

$$
\langle c, x\rangle-v_{\min } \leq \epsilon,
$$

which shows that $x$ approximates the minimum point with prescribed accuracy.

Since $k$ is the least integer satisfying the inequality $(1+\gamma / \sqrt{\nu})^{k} \geq$ $\beta(\kappa) / t_{0} \epsilon$, we have

$$
k=\left\lceil\frac{\ln \left(\beta(\kappa) / t_{0} \epsilon\right)}{\ln (1+\gamma / \sqrt{\nu})}\right\rceil
$$

To simplify the denominator, we use the fact that $\ln (1+\gamma x)$ is a concave function. This implies that $\ln (1+\gamma x) \geq x \ln (1+\gamma)$ if $0 \leq x \leq 1$, and hence

$$
\ln (1+\gamma / \sqrt{\nu}) \geq \frac{\ln (1+\gamma)}{\sqrt{\nu}}
$$

Furthermore, $\beta(\kappa)=\nu+\kappa(1-\kappa)^{-1} \sqrt{\nu} \leq \nu+\kappa(1-\kappa)^{-1} \nu=(1-\kappa)^{-1} \nu$. This gives us the estimate

$$
k \leq\left\lceil\frac{\sqrt{\nu} \ln \left((1-\kappa)^{-1} \nu / t_{0} \epsilon\right)}{\ln (1+\gamma)}\right\rceil \leq K^{\prime} \sqrt{\nu} \ln \left(\frac{\nu}{t_{0} \epsilon}+1\right)
$$

for the number of outer iterations with a constant $K^{\prime}$ that only depends on $\kappa$ and $\gamma$, and by multiplying this with the constant $K$ we obtain the corresponding estimate for the total number of inner iterations.

## Phase 1

In order to use the path-following algorithm, we need a $t_{0}>0$ and a point $x_{0} \in \operatorname{int} X$ with Newton decrement $\lambda\left(F_{t_{0}}, x_{0}\right) \leq \kappa$ to start from. Since the central path begins in the analytic center $\hat{x}_{F}$ of $X$ and $\lambda\left(F, \hat{x}_{F}\right)=0$, it can be expected that $\left(x_{0}, t_{0}\right)$ is good enough as a starting pair if only $x_{0}$ is close enough to $\hat{x}_{F}$ and $t_{0}>0$ is sufficiently small. Indeed, this is true, and we shall show that one can generate such a pair by solving an artificial problem, given that one knows a point $\bar{x} \in \operatorname{int} X$.

Therefore, let $G_{t}: \operatorname{int} X \rightarrow \mathbf{R}$, where $0 \leq t \leq 1$, be the functions defined by

$$
G_{t}(x)=-t\left\langle F^{\prime}(\bar{x}), x\right\rangle+F(x) .
$$

The functions $G_{t}$ are closed and self-concordant, and they have unique minimum points $\bar{x}(t)$.

Note that $G_{0}=F$, and hence $\bar{x}(0)=\hat{x}_{F}$. Since $G_{t}^{\prime}(x)=-t F^{\prime}(\bar{x})+F^{\prime}(x)$, $G_{1}^{\prime}(\bar{x})=0$, and this means that $\bar{x}$ is the minimum point of the function $G_{1}$. Hence, $\bar{x}(1)=\bar{x}$. The curve $\{\bar{x}(t) \mid 0 \leq t \leq 1\}$ thus starts in the analytic center $\hat{x}_{F}$ and ends in the given point $\bar{x}$. By using the path-following method, now following the curve backwards, we will therefore obtain a suitable starting point for phase 2 of the algorithm.

We use Newton's damped method to minimize $G_{t}$ and note that $G_{t}^{\prime \prime}=F^{\prime \prime}$ for all $t$, so the local norm with respect to the function $G_{t}$ coincides with the local norm with respect to the function $F$, and we can thus unambiguously use the symbol $\|\cdot\|_{x}$ for the local norm at the point $x$.

The algorithm for determining a starting pair $\left(x_{0}, t_{0}\right)$ now looks like this.
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## Path-following algorithm, phase 1

Given $\bar{x} \in \operatorname{int} X$, and parameters $0<\gamma<\frac{1}{2} \sqrt{\nu}$ and $0<\kappa<1$.

1. Initiate: $x:=\bar{x}$ and $t:=1$.
2. Stopping criterion: stop if $\lambda(F, x)<\frac{3}{4} \kappa$ and set $x_{0}=x$.
3. Decrease $t: t:=(1-\gamma / \sqrt{\nu}) t$.
4. Update $x$ by using Newton's damped method on the function $G_{t}$ with the current $x$ as starting point:
(i) Compute $\lambda=\lambda\left(G_{t}, x\right)$.
(ii) quit Newton's method if $\lambda \leq \kappa / 2$, and go to line 2 .
(iii) Compute the Newton step $\Delta x_{\mathrm{nt}}=-F^{\prime \prime}(x)^{-1} G_{t}^{\prime}(x)$.
(iv) Update: $x:=x+(1+\lambda)^{-1} \Delta x_{\mathrm{nt}}$.
(v) Go to (i).

When the algorithm has stopped with a point $x_{0}$, we define $t_{0}$ by setting

$$
t_{0}=\max \left\{t \mid \lambda\left(F_{t}, x_{0}\right) \leq \kappa\right\} .
$$

The number of iterations in phase 1 is given by the following theorem.
Theorem 18.2.4. Phase 1 of the path-following algorithm stops with a point $x_{0} \in \operatorname{int} X$ after at most

$$
C \sqrt{\nu} \ln \left(\frac{\nu}{1-\pi_{\hat{x}_{F}}(\bar{x})}+1\right)
$$

inner iterations, where the constant $C$ only depends on $\kappa$ and $\gamma$, the number $t_{0}$ satisfies the conditions $\lambda\left(F_{t_{0}}, x_{0}\right) \leq \kappa$ and $t_{0} \geq \kappa / 4 \operatorname{Var}_{X}(c)$.

Proof. We start by estimating the number of inner iterations in each outer iteration; this number is bounded by the quotient

$$
\frac{G_{s}(x)-G_{s}(\bar{x}(s))}{\rho(-\kappa / 2)}
$$

where $s=(1-\gamma / \sqrt{\nu}) t$, and Lemma 18.2.3 gives us the majorant

$$
\rho(\kappa / 2)+\frac{\kappa \sqrt{\nu}}{2-\kappa} \cdot \frac{\gamma}{\sqrt{\nu}}+\nu \rho(\gamma / \sqrt{\nu})
$$

for the numerator of the quotient. By Lemma 16.3.1, $\nu \rho(\gamma / \sqrt{\nu}) \leq \gamma^{2}$, so the number of inner iterations in each outer iteration is bounded by the constant

$$
\frac{\rho(\kappa / 2)+\kappa(2-\kappa)^{-1} \gamma+\gamma^{2}}{\rho(-\kappa / 2)} .
$$

We now consider the outer iterations. Since $F^{\prime}=G_{t}^{\prime}+t F^{\prime}(\bar{x})$,

$$
\begin{align*}
\lambda(F, x) & =\left\|F^{\prime}(x)\right\|_{x}^{*}=\left\|G_{t}^{\prime}(x)+t F^{\prime}(\bar{x})\right\|_{x}^{*} \leq\left\|G_{t}^{\prime}(x)\right\|_{x}^{*}+t\left\|F^{\prime}(\bar{x})\right\|_{x}^{*}  \tag{18.12}\\
& =\lambda\left(G_{t}, x\right)+t\left\|F^{\prime}(\bar{x})\right\|_{x}^{*}
\end{align*}
$$

It follows from Theorem 18.1.11 that

$$
\left\|F^{\prime}(\bar{x})\right\|_{x}^{*} \leq(\nu+2 \sqrt{\nu})\left\|F^{\prime}(\bar{x})\right\|_{\hat{x}_{F}}^{*} \leq 3 \nu\left\|F^{\prime}(\bar{x})\right\|_{\hat{x}_{F}}^{*},
$$

and from Theorem 18.1.8 that

$$
\left\|F^{\prime}(\bar{x})\right\|_{\hat{x}_{F}}^{*}=\sup _{\|v\|_{\hat{x}_{F}} \leq 1}\left\langle F^{\prime}(\bar{x}), v\right\rangle \leq \frac{\nu}{1-\pi_{\hat{x}_{F}}(\bar{x})} .
$$

Hence

$$
\begin{equation*}
\left\|F^{\prime}(\bar{x})\right\|_{x}^{*} \leq \frac{3 \nu^{2}}{1-\pi_{\hat{x}_{F}}(\bar{x})} \tag{18.13}
\end{equation*}
$$

During outer interation number $k$, we have $t=(1-\gamma / \sqrt{\nu})^{k}$ and the point $x$ satisfies the condition $\lambda\left(G_{t}, x\right) \leq \kappa / 2$ when Newton's method stops. So it follows from inequality (18.12) and the estimate (18.13) that the stopping condition $\lambda(F, x)<\frac{3}{4} \kappa$ in line 2 of the algorithm is fulfilled if

$$
\frac{1}{2} \kappa+\frac{3 \nu^{2}}{1-\pi_{\hat{x}_{F}}(\bar{x})}(1-\gamma / \sqrt{\nu})^{k} \leq \frac{3}{4} \kappa,
$$

i.e. if

$$
k \ln (1-\gamma / \sqrt{\nu})<-\ln \left(\frac{12 \kappa^{-1} \nu^{2}}{1-\pi_{\hat{x}_{F}}(\bar{x}}\right) .
$$

By using the inequality $\ln (1-x) \leq-x$, which holds for $0<x<1$, we see that the stopping condition is fulfilled for

$$
k>\frac{\sqrt{\nu}}{\gamma} \ln \left(\frac{12 \kappa^{-1} \nu^{2}}{1-\pi_{\hat{x}_{F}}(\bar{x}}\right) .
$$

So the number of outer iterations is less than

$$
K \sqrt{\nu} \ln \left(\frac{\nu}{1-\pi_{\hat{x}_{F}}(\bar{x})}+1\right),
$$

where the constant $K$ only depends on $\kappa$ and $\gamma$, and this proves the estimate of the theorem, since the number of inner iterations in each outer iteration is bounded by a constant, which only depends on $\kappa$ and $\gamma$.

The definition of $t_{0}$ implies that $\kappa=\lambda\left(F_{t_{0}}, x_{0}\right)$, so we get the following inequalities with the aid of Theorem 18.1.10:

$$
\begin{aligned}
\kappa & =\lambda\left(F_{t}, x_{0}\right)=\left\|F_{t}^{\prime}\left(x_{0}\right)\right\|_{x_{0}}^{*}=\left\|t_{0} c+F^{\prime}\left(x_{0}\right)\right\|_{x_{0}}^{*} \leq t_{0}\|c\|_{x_{0}}^{*}+\left\|F^{\prime}\left(x_{0}\right)\right\|_{x_{0}}^{*} \\
& =t_{0}\|c\|_{x_{0}}^{*}+\lambda\left(F, x_{0}\right) \leq t_{0} \operatorname{Var}_{X}(c)+\frac{3}{4} \kappa .
\end{aligned}
$$

It follows that

$$
t_{0} \geq \frac{\kappa}{4 \operatorname{Var}_{X} c}
$$

The following complexity result is now obtained by combining the two phases of the path-following algorithm.
Theorem 18.2.5. A standard problem (SP) with $\nu$-self-concordant barrier, tolerance level $\epsilon>0$ and starting point $\bar{x} \in \operatorname{int} X$ can be solved with at most

$$
C \sqrt{\nu} \ln (\nu \Phi / \epsilon+1)
$$

Newton steps, where

$$
\Phi=\frac{\operatorname{Var}_{X}(c)}{1-\pi_{\hat{x}_{F}}(\bar{x})}
$$

and the constant $C$ only depends on $\gamma$ and $\kappa$.
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Proof. Phase 1 provides a starting point $x_{0}$ and an initial value $t_{0}$ for phase 2 , satisfying the condition $t_{0} \geq \kappa /\left(4 \operatorname{Var}_{X}(c)\right)$. The number of inner iterations in phase 2 is therefore bounded by

$$
O(1) \sqrt{\nu} \ln \left(\frac{4 \nu \operatorname{Var}_{X}(c)}{\kappa \epsilon}+1\right)=O(1) \sqrt{\nu} \ln \left(\frac{\nu \operatorname{Var}_{X}(c)}{\epsilon}+1\right) .
$$

So the total number of inner iterations in the two phases is

$$
\begin{aligned}
O(1) & \sqrt{\nu} \ln \left(\frac{\nu}{1-\pi_{\hat{x}_{F}}(\bar{x})}+1\right)+O(1) \sqrt{\nu} \ln \left(\frac{\nu \operatorname{Var}_{X}(c)}{\epsilon}+1\right) \\
& =O(1) \sqrt{\nu} \ln (\nu \Phi / \epsilon+1)
\end{aligned}
$$

Remark. The algorithms in this section provide nice theoretical complexity results, but they are not suitable for practical use. The main limitation is the low updating factor $\left(1+O(1) \nu^{-1 / 2}\right)$ of the penalty parameter $t$, which implies that the total number of Newton steps will be proportional to $\sqrt{\nu}$. For an LP problem with $n=1000$ variables and $m=10000$ inequalities, one would need to solve hundreds of linear equations with 1000 variables, which requires far more time than what is needed by the simplex algorithm. In the majority of outer iterations, one can, however, in practice increase the penalty parameter much faster than what is needed for the theoretical worst case analysis, without necessarily having to increase the number of Newton steps to maintain proximity to the central path. There are good practical implementations of the algorithm that use various dynamic strategies to control the penalty parameter $t$, and as a result only a moderate total number of Newton steps is needed, regardless of the size of the problem.

### 18.3 LP problems

We now apply the algorithm in the previous section on LP problems. Consider a problem of the type

$$
\begin{array}{ll}
\min & \langle c, x\rangle  \tag{18.14}\\
\text { s.t. } & A x \leq b
\end{array}
$$

where $A=\left[a_{i j}\right]$ is an $m \times n$-matrix. We assume that the polyhedron

$$
X=\left\{x \in \mathbf{R}^{n} \mid A x \leq b\right\}
$$

of feasible points is bounded and has a nonempty interior. The boundedness assumption implies that $m>n$.

The $i$ th row of the matrix $A$ is denoted by $a_{i}$, that is $a_{i}=\left[\begin{array}{llll}a_{i 1} & a_{i 2} & \ldots & a_{i n}\end{array}\right]$. The matrix product $a_{i} x$ is thus well-defined.

As a barrier to the set $X$ we use the $m$-self-concordant function

$$
F(x)=-\sum_{i=1}^{m} \ln \left(b_{i}-a_{i} x\right)
$$

The path-following algorithm started from an arbitrary point $\bar{x} \in \operatorname{int} X$ results in an $\epsilon$-solution, i.e. a point with a value of the objective function that approximates the optimal value with an error less than $\epsilon$, after at most

$$
O(1) \sqrt{m} \ln (m \Phi / \epsilon+1)
$$

inner iterations, where

$$
\Phi=\frac{\operatorname{Var}_{X}(c)}{1-\pi_{\hat{x}_{F}}(\bar{x})}
$$

We now estimate the number of arithmetic operations (additions, subtractions, multiplications and divisions) that are required during phase 2 of the algorithm to obtain this $\epsilon$-solution.

For each inner iteration of the Newton algorithm, we first have to compute the gradient and the hessian of the barrier function at the current point $x$, i.e.

$$
F^{\prime}(x)=\sum_{i=1}^{m} \frac{a_{i}^{T}}{b_{i}-a_{i} x} \quad \text { och } \quad F^{\prime \prime}(x)=\sum_{i=1}^{m} \frac{a_{i}^{T} a_{i}}{\left(b_{i}-a_{i} x\right)^{2}} .
$$

This can be done with $O\left(m n^{2}\right)$ arithmetic operations. The Newton direction $\Delta x_{\mathrm{nt}}$ at $x$ is obtained as solution to the quadratic system

$$
F^{\prime \prime}(x) \Delta x_{\mathrm{nt}}=-\left(t c+F^{\prime}(x)\right)
$$

of linear equations, and using Gaussian elimination, we find the solution after $O\left(n^{3}\right)$ arithmetic operations. Finally, $O(n)$ additional arithmetic operations, including one square root extraction, are needed to compute the Newton decrement $\lambda=\lambda\left(F_{t}, x\right)$ and the new point $x^{+}=x+(1+\lambda)^{-1} \Delta x_{\mathrm{nt}}$.

The corresponding estimate of the number of operations is also true for phase 1 of the algorithm.

The gradient and hessian computation is the most costly of the above computations since $m>n$. The total number of arithmetic operations in each iteration is therefore $O\left(m n^{2}\right)$, and by multiplying with the number of inner iterations, the overall arithmetic cost of the path-following algorithm is estimated to be no more than $O\left(m^{3 / 2} n^{2}\right) \ln (m \Phi / \epsilon+1)$ operations.

The resulting approximate minimum point $\hat{x}(\epsilon)$ is an interior point of the polyhedron $X$, but the minimum is of course attained at an extreme point
on the the boundary of $X$. However, there is a simple procedure, called purification and described below, which starting from $\hat{x}(\epsilon)$ finds an extreme point $\hat{x}$ of $X$ after no more than $O\left(m n^{2}\right)$ arithmetic operations and with an objective function value that does not exceed the value at $\hat{x}(\epsilon)$. This means that we have the following result.

Theorem 18.3.1. For the LP problem (18.14) at most

$$
O\left(m^{3 / 2} n^{2}\right) \ln (m \Phi / \epsilon+1)
$$

arithmetic operations are needed to find an extreme point $\hat{x}$ of the polyhedron of feasible points that approximates the minimum value with an error less than $\epsilon$.

## Purification

The proof of the following theorem describes an algorithm for how to generate an extreme point with a value of the objective function that does not exceed the value at a given interior point of the polyhedron of feasible points.


Theorem 18.3.2. Let

$$
\begin{array}{ll}
\min & \langle c, x\rangle \\
\text { s.t. } & A x \leq b
\end{array}
$$

be an LP problem with $n$ variables and $m$ constraints, and suppose that the polyhedron $X$ of feasible points is line-free and that the objective function is bounded below on $X$. For each point of $X$ we can generate an extreme point of $X$ with a value of the objective function that does not exceed the value at the given point with an algorithm using at most $O\left(m n^{2}\right)$ arithmetic operations.

Proof. The idea is very simple: Follow a half-line from the given point $x^{(0)}$ with non-increasing function values until hitting upon a point $x^{(1)}$ in a face $F_{1}$ of the polyhedron $X$. Then follow a half-line in the face $F_{1}$ with nonincreasing function values until hitting upon a point $x^{(2)}$ in the intersection $F_{1} \cap F_{2}$ of two faces, etc. After $n$ steps, one has reached a point $x^{(n)}$ in the intersection of $n$ (independent) faces, i.e. an extreme point, with a function value that is less than or equal to the value at the starting point.

To estimate the number of arithmetic operation we have to study the above procedure in a little more detail.

We start by defining $v^{(1)}=\mathbf{e}_{1}$ if $c_{1}<0, v^{(1)}=-\mathbf{e}_{1}$ if $c_{1}>0$, and $v^{(1)}= \pm \mathbf{e}_{1}$ if $c_{1}=0$, where the sign in the latter case should be chosen so that the half-line $x^{(0)}+t v^{(1)}, t \geq 0$, intersects the boundary of the polyhedron; this is possible since the polyhedron is assumed to be line-free. In the first two cases, the half-line also intersects the boundary of the polyhedron, because $\left\langle c, x^{(0)}+t v^{(1)}\right\rangle=\left\langle c, x^{(0)}\right\rangle-t\left|c_{1}\right|$ tends to $-\infty$ as $t$ tends to $\infty$ and the objective function is assumed to be bounded below on $X$. The intersection point $x^{(1)}=x^{(0)}+t_{1} v^{(1)}$ between the half-line and the boundary of $X$ can be computed with $O(m n)$ arithmetic operations, since we only have to compute the vectors $b-A x^{(0)}$ and $A v^{(1)}$, and quotients between their coordinates in order to find the nonnegative parameter value $t_{1}$.

After renumbering the equations, we may assume that the point $x^{(1)}$ lies in the hyperplane $a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=b_{1}$. We now eliminate the variable $x_{1}$ from the constraints and the objective function, which results in a system of the form

$$
\left\{\begin{array}{r}
x_{1}+a_{12}^{\prime} x_{2}+\cdots+a_{1}^{\prime} x_{n}=b_{1}^{\prime}  \tag{18.15}\\
A^{\prime}\left[\begin{array}{c}
x_{2} \\
\vdots \\
x_{n}
\end{array}\right] \leq b^{\prime}
\end{array}\right.
$$

where $A^{\prime}$ is an $(m-1) \times(n-1)$-matrix, and in a new objective function

$$
c_{2}^{\prime} x_{2}+\cdots+c_{n}^{\prime} x_{n}+d^{\prime}
$$

which is the restriction of the original objective function to the current face. The number of operations required to perform the eliminations is $O(m n)$.

After $O(m n)$ operations we have thus managed to find a point $x^{(1)}$ in a face $F_{1}$ of $X$ with an objectiv function value $\left\langle c, x^{(1)}\right\rangle=\left\langle c, x^{(0)}\right\rangle-t_{1}\left|c_{1}\right|$ not exceeding $\left\langle c, x^{(0)}\right\rangle$, and determined the equation of the face and the restriction of the objective function to the face. We now have a problem of lower dimension $n-1$ and with $m-1$ constraints.

We continue by choosing a descent vector $v^{(2)}$ for the objective function that is parallel to the face $F_{1}$, and we achieve this by defining $v^{(2)}$ so that $v_{2}^{(2)}= \pm 1, v_{3}^{(2)}=\cdots=v_{n}^{(2)}=0$ (and $v_{1}^{(2)}=-a_{12}^{\prime} v_{2}^{(2)}$ ), where the sign of $v_{2}^{(2)}$ should be chosen so that the objective function is non-decreasing along the half-line $x^{(1)}+t v^{(2)}, t \geq 0$, and the half-line instersects the relative boundary of $F_{1}$. This means that $v_{2}^{(2)}=1$ if $c_{2}^{\prime}<0$ and $v_{2}^{(2)}=-1$ if $c_{2}^{\prime}>0$, while the sign of $v_{2}^{(2)}$ is determined by the requirement that the half-line should intersect the boundary in the case $c_{2}^{\prime}=0$.

We then determine the intersection between the half-line $x^{(1)}+t v^{(2)}, t \geq 0$, and the relative boundary of $F_{1}$, which occurs in one of the remaining hyperplanes. If this hyperplane is the hyperplane $a_{21}^{\prime} x_{2}+\cdots+a_{2 n}^{\prime} x_{n}=b_{2}^{\prime}$, say, we eliminate the variable $x_{2}$ from the remaining constraints and the objective function. All this can be done with at most $O(m n)$ operations and results in a point $x^{(2)}$ in the intersection of two faces, and the new value of the objective function is $\left\langle c, x^{(2)}\right\rangle=\left\langle c, x^{(1)}\right\rangle-t_{2}\left|c_{2}^{\prime}\right| \leq\left\langle c, x^{(1)}\right\rangle$.

After $n$ iterations, which together require at most $n O(m n)=O\left(m n^{2}\right)$ arithmetic operations, we have reached an extreme point $\hat{x}=x^{(n)}$ with a function value that does not exceed the value at the starting point $x^{(0)}$. The coordinates of the extreme point are obtained by solving a triangular system of equations, which only requires $O\left(n^{2}\right)$ operations. The total number of operations is thus $O\left(m n^{2}\right)$.

Example 18.3.1. We exemplify the purification algorithm with the LP problem

$$
\begin{aligned}
& \min \\
& \text { s.t. }\left\{\begin{aligned}
&-2 x_{1}+x_{2}+3 x_{3} \\
&-x_{1}+2 x_{2}+x_{3} \leq 4 \\
&-x_{1}+x_{2}+x_{3} \leq 2 \\
& x_{1}-2 x_{2} \leq 1 \\
& x_{1}-x_{2}-2 x_{3} \leq 1
\end{aligned}\right.
\end{aligned}
$$

Starting from the interior point $x^{(0)}=(1,1,1)$ with objectiv function value $c^{T} x^{(0)}=2$, we shall find an extreme point with a lower value.

Since $c_{1}=-2<0$, we begin by choosing $v^{(1)}=(1,0,0)$ and by determining the point of intersection between the half-line $x=x^{(0)}+t v^{(1)}=(1+t, 1,1)$, $t \geq 0$, and the boundary of the polyhedron of feasible points. We find that the point $x^{(1)}=(3,1,1)$, corresponding to $t=2$, satisfies all constraints and the third constraint with equality. So $x^{(1)}$ lies in the face obtained by intersecting the polyhedron $X$ with the supporting hyperplane $x_{1}-2 x_{2}=1$. We eliminate $x_{1}$ from the objectiv function and from the remaining constraints using the equation of this hyperplane, and consider the restriction of the objective function to the corresponding face, i.e. the function $f(x)=-3 x_{2}+3 x_{3}-2$ restricted to the polyhedron given by the system

$$
\left\{\begin{aligned}
x_{1}-2 x_{2} & =1 \\
x_{3} & \leq 5 \\
-x_{2}+x_{3} & \leq 3 \\
x_{2}-2 x_{3} & \leq 0
\end{aligned}\right.
$$

The $x_{2}$-coefficient of our new objective function is negative, so we follow the half-line $x_{2}=1+t, x_{3}=1, t \geq 0$, in the hyperplane $x_{1}-2 x_{2}=1$ until it hits a new supporting hyperplane, which occurs for $t=1$, when it intersects

the hyperplane $x_{2}-2 x_{3}=0$ in the point $x^{(2)}=(5,2,1)$. Elimination of $x_{2}$ results in the objective function $f(x)=-3 x_{3}-2$ and the system

$$
\left\{\begin{aligned}
x_{1}-2 x_{2} & =1 \\
x_{2}-2 x_{3} & =0 \\
x_{3} & \leq 5 \\
-x_{3} & \leq 3
\end{aligned}\right.
$$

Our new half-line in the face $F_{1} \cap F_{2}$ is given by the equation $x_{3}=1+t, t \geq 0$, and the halfline intersects the third hyperplane $x_{3}=5$ when $t=4$, i.e. in a point with $x_{3}$-coordinate equal to 5 . Back substitution gives $x^{(3)}=(21,10,5)$, which is an extreme point with objective function value equal to -17 .

### 18.4 Complexity

By the complexity of a problem we here mean the number of arithmetic operations needed to solve it, and in this section we will study the complexity of LP problems with rational coefficients. The solution of an LP problem consists by definition of the problem's optimal value and, provided the value is finite, of an optimal point. All known estimates of the complexity depend not only on the number of variables and constraints, but also on the size of the coefficients, and an appropriate measure of the size of a problem is given by the number of binary bits needed to represent all its coefficients.

Definition. The input length of a vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $\mathbf{R}^{n}$ is the integer $\ell(x)$ defined as

$$
\ell(x)=\sum_{j=1}^{n}\left\lceil\log _{2}\left(\left|x_{j}\right|+1\right)\right\rceil .
$$

The number of digits in the binary expansion of a positive integer $z$ is equal to $\left\lceil\log _{2}(|z|+1)\right\rceil$. The binary representation of a negative integer $z$ requires one bit more in order to take care of the sign, and so does the representation of $z=0$. The number of bits to represent an arbitrary vector $x$ in $\mathbf{R}^{n}$ with integer coordinates is therefore at most $\ell(x)+n$.

The norm of a vector can be estimated using the input length, and we shall need the following simple estimate in the two cases $p=1$ and $p=2$.

Lemma 18.4.1. $\|x\|_{p} \leq 2^{\ell(x)}$ for all $x \in \mathbf{R}^{n}$ and all $p \geq 1$.
Proof. The inequality is a consequence of the following trivial inequalities $\sum_{j=1}^{n} a_{j} \leq \prod_{j=1}^{n}\left(a_{j}+1\right), a^{p}+1 \leq(a+1)^{p}$ and $\log _{2}(a+1) \leq\left\lceil\log _{2}(a+1)\right\rceil$,
which hold for nonnegative numbers $a, a_{j}$, and imply that

$$
\|x\|_{p}^{p}=\sum_{j=1}^{n}\left|x_{j}\right|^{p} \leq \prod_{j=1}^{n}\left(\left|x_{j}\right|^{p}+1\right) \leq \prod_{j=1}^{n}\left(\left|x_{j}\right|+1\right)^{p} \leq 2^{p \ell(x)} .
$$

We will now study LP problems of the type

$$
\begin{array}{ll}
\min & \langle c, x\rangle  \tag{LP}\\
\text { s.t. } & A x \leq b
\end{array}
$$

where all coefficients of the $m \times n$-matrix $A=\left[a_{i j}\right]$ and of the vectors $b$ and $c$ are integers. Every LP problem with rational coefficients can obviously be replaced by an equivalent problem of this type after multiplication with a suitable least common denominator. The polyhedron of feasible points will be denoted by $X$ so that

$$
X=\left\{x \in \mathbf{R}^{n} \mid A x \leq b\right\}
$$

Definition. The two integers

$$
\ell(X)=\ell(A)+\ell(b) \quad \text { and } \quad L=\ell(X)+\ell(c)+m+n,
$$

where $\ell(A)$ denotes the input length of the matrix $A$, considered as a vector in $\mathbf{R}^{m n}$, are called the input length of the polyhedron $X$ and the input length of the given LP problem (LP), respectively.

The main result of this section is the following theorem, which implies that there is a solution algorithm that is polynomial in the input length of the LP problem.

Theorem 18.4.2. There is an algorithm which solves the LP problem (LP) with at most $O\left((m+n)^{7 / 2} L\right)$ arithmetic operations.

Proof. I. We begin by noting that we can without restriction assume that the polyhedron $X$ of feasible points is line-free. Indeed, we can, if necessary replace the problem (LP) with the equivalent and line-free LP problem

$$
\begin{aligned}
& \min \left\langle c, x^{+}\right\rangle-\left\langle c, x^{-}\right\rangle \\
& \text {s.t. }\left\{\begin{array}{r}
A x^{+}-A x^{-} \leq b \\
-x^{+} \leq 0 \\
-x^{-} \leq 0
\end{array}\right.
\end{aligned}
$$

This LP problem in $n^{\prime}=2 n$ variables and with $m^{\prime}=m+2 n$ constraints has input length

$$
\begin{aligned}
L^{\prime} & =2 \ell(A)+2 n+\ell(b)+2 \ell(c)+m^{\prime}+n^{\prime} \\
& \leq 2(\ell(A)+\ell(b)+\ell(c)+m+n)+4 n=2 L+4 n \leq 6 L,
\end{aligned}
$$

so any algorithm that solves this problem with $O\left(\left(m^{\prime}+n^{\prime}\right)^{7 / 2} L^{\prime}\right)$ operations also solves problem (LP) with $O\left((m+n)^{7 / 2} L\right)$ operations since $m^{\prime}+n^{\prime} \leq$ $4(m+n)$ and $L^{\prime} \leq 6 L$.

From now on, we therefore assume that $X$ is a line-free polyhedron, and for nonempty polyhedra $X$ this implies that $m \geq n$ and that $X$ has at least one extreme point.

The assertion of the theorem is also trivially true for LP problems with only one variable, so we assume that $m \geq n \geq 2$. Finally, we can naturally assume that all the rows of the matrix $A$ are nonzero, for if the $k$ th row is identically zero, then the corresponding constraint can be deleted if $b_{k} \geq 0$, while the polyhedron $X$ of feasible point is empty if $b_{k}<0$. In the future, we can thus make use of the inequalities

$$
\ell(X) \geq \ell(A) \geq m \geq n \geq 2 \text { and } L \geq \ell(X)+m+n \geq \ell(X)+4 .
$$
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II. Under the above assumptions, we will prove the theorem by showing:

1. With $O\left(m^{7 / 2} L\right)$ operations, one can determine whether the optimal value of the problem is $+\infty,-\infty$ or finite, i.e. whether there are any feasible points or not, and if there are feasible points whether the objective functions is bounded below or not.
2. Given that the optimal value is finite, one can then determine an optimal solution with $O\left(m^{3 / 2} n^{2} L\right)$ operations.

Since the proof of statement 1 uses the solution of an appropriate auxiliary LP problem with finite value, we begin by showing statement 2 .
III. As a first building block we need a lemma that provides information about the extreme points of the polyhedron $X$ in terms of its input length.

Lemma 18.4.3. (i) Let $\hat{x}$ be an extreme point of the polyhedron $X$. Then, the following inequality holds for all nonzero coordinates $\hat{x}_{j}$ :

$$
2^{-\ell(X)} \leq\left|\hat{x}_{j}\right| \leq 2^{\ell(X)} .
$$

Thus, all extreme points of $X$ lie in the cube $\left\{x \in \mathbf{R}^{n} \mid\|x\|_{\infty} \leq 2^{\ell(X)}\right\}$.
(ii) If $\hat{x}$ and $\tilde{x}$ are two extreme points of $X$ and $\langle c, \hat{x}\rangle \neq\langle c, \tilde{x}\rangle$, then

$$
|\langle c, \hat{x}\rangle-\langle c, \tilde{x}\rangle| \geq 4^{-\ell(X)} .
$$

Proof. To prove the lemma, we begin by recalling Hadamard's inequality for $k \times k$-matrices $C=\left[c_{i j}\right]$ with columns $C_{* 1}, C_{* 2}, \ldots, C_{* k}$, and which reads as follows:

$$
|\operatorname{det} C| \leq \prod_{j=1}^{k}\left\|C_{* j}\right\|_{2}=\prod_{j=1}^{k}\left(\sum_{i=1}^{k} c_{i j}^{2}\right)^{1 / 2}
$$

The inequality is geometrically obvious - the left-hand side $|\operatorname{det} C|$ is the volume of a (hyper)parallelepiped, spanned by the matrix columns, while the right-hand side is the volume of a (hyper)cuboid whose edges are of the same length as the edges of the parallelepiped.

By combining Hadamard's inequality with Lemma 18.4.1, we obtain the inequality

$$
|\operatorname{det} C| \leq \prod_{j=1}^{k} 2^{\ell\left(C_{* j}\right)}=2^{\ell(C)}
$$

If $C$ is a quadratic submatrix of the matrix $\left[\begin{array}{ll}A & b\end{array}\right]$, then obviously $\ell(C) \leq$ $\ell(A)+\ell(b)=\ell(X)$, and it follows from the above inequality that

$$
\begin{equation*}
|\operatorname{det} C| \leq 2^{\ell(X)} \tag{18.16}
\end{equation*}
$$

Now let $\hat{x}$ be an extreme point of the polyhedron $X$. According to Theorem 5.1.1 in Part I, there is a set $\left\{i_{1}, i_{2}, \ldots, i_{n}\right\}$ of row indices such that the extreme point $\hat{x}$ is obtained as the unique solution to the equation system

$$
\sum_{j=1}^{n} a_{i j} x_{j}=b_{i}, \quad i=i_{1}, i_{2}, \ldots, i_{n} .
$$

By Cramer's rule, we can write the solution in the form

$$
\hat{x}_{j}=\frac{\Delta_{j}}{\Delta},
$$

where $\Delta$ is the determinant of the coefficient matrix and $\Delta_{j}$ is the determinant obtained by replacing column number $j$ in $\Delta$ with the right-hand side of the equation system. The determinants $\Delta$ and $\Delta_{j}$ are integers, and their absolute values are at most equal to $2^{\ell(X)}$, because of inequality (18.16). This leads to the following estimates for all nonzero coordinates $\hat{x}_{j}$, i.e. for all $j$ with $\Delta_{j} \neq 0$ :

$$
\left|\hat{x}_{j}\right|=\left|\Delta_{j}\right| /|\Delta| \leq 2^{\ell(X)} / 1=2^{\ell(X)} \text { and }\left|\hat{x}_{j}\right|=\left|\Delta_{j}\right| /|\Delta| \geq 1 / 2^{\ell(X)}=2^{-\ell(X)} \text {, }
$$

which is assertion (i) of the lemma.
(ii) The value of the objective function at the extreme point $\hat{x}$ is

$$
\langle c, \hat{x}\rangle=\left(\sum_{j=1}^{n} c_{j} \Delta_{j}\right) / \Delta=T / \Delta,
$$

where the numerator $T$ is an integer. If $\tilde{x}$ is another extreme point, then of course we also have $\langle c, \tilde{x}\rangle=T^{\prime} / \Delta^{\prime}$ for some integer $T^{\prime}$ and determinant $\Delta^{\prime}$ with $\left|\Delta^{\prime}\right| \leq 2^{\ell(X)}$. It follows that the difference

$$
\langle c, \tilde{x}\rangle-\langle c, \hat{x}\rangle=\left(T \Delta^{\prime}-T^{\prime} \Delta\right) / \Delta \Delta^{\prime}
$$

is either equal to zero or, if the numerator is nonzero, an integer with absolute value $\geq 1 /\left|\Delta \Delta^{\prime}\right| \geq 4^{-\ell(X)}$.
IV. We shall use the path-following method, but this assumes that the polyhedron of feasible points is bounded and that there is an inner point from which to start phase 1 . To get around this difficulty, we consider the following auxiliary problems in $n+1$ variables and $m+2$ linear constraints:

$$
\begin{align*}
& \min \langle c, x\rangle+M x_{n+1}  \tag{M}\\
& \text { s.t. }\left\{\begin{aligned}
A x+(b-1) x_{n+1} & \leq b \\
x_{n+1} & \leq 2 \\
-x_{n+1} & \leq 0 .
\end{aligned}\right.
\end{align*}
$$

Here, $M$ is a positive integer, $\mathbf{1}$ denotes the vector $(1,1, \ldots, 1)$ in $\mathbf{R}^{m}$, and $x$ is as before the $n$-tuple $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.

Let $X^{\prime}$ denote the polyhedron of feasible points for the problem $\left(\mathrm{LP}_{M}\right)$. Since $\left(x, x_{n+1}\right)=(0,1)$ satisfies all constraints with strict inequality, $(0,1)$ is an inner point in $X^{\prime}$.

We obtain the following estimates for the input length $\ell\left(X^{\prime}\right)$ of the polyhedron $X^{\prime}$ and the input lenght $L(M)$ of problem $\left(\mathrm{LP}_{M}\right)$ :

$$
\begin{align*}
\ell\left(X^{\prime}\right) & =\ell(A)+\sum_{i=1}^{m}\left\lceil\log _{2}\left(\left|b_{i}-1\right|+1\right)\right\rceil+1+1+\ell(b)+2  \tag{18.17}\\
& \leq \ell(X)+4+\sum_{i=1}^{m}\left(1+\left\lceil\log _{2}\left(1+\mid b_{i}\right)\right\rceil\right) \\
& =\ell(X)+4+m+\ell(b) \leq 2 \ell(X)+4 \leq 2 L-4 \\
L(M) & =\ell\left(X^{\prime}\right)+\ell(c)+\left\lceil\log _{2}(M+1)\right\rceil+m+n+3  \tag{18.18}\\
& \leq 2 \ell(X)+2 \ell(c)+\left\lceil\log _{2} M\right\rceil+m+n+8 \\
& =2 L+\left\lceil\log _{2} M\right\rceil-(m+n)+8 \leq 2 L+\left\lceil\log _{2} M\right\rceil+4 .
\end{align*}
$$



The reason for studying our auxiliary problem $\left(\mathrm{LP}_{M}\right)$ is given in the following lemma.

Lemma 18.4.4. Assume that problem (LP) has a finite value. Then:
(i) Problem $\left(\mathrm{LP}_{M}\right)$ has a finite value for each integer $M>0$.
(ii) If $(\hat{x}, 0)$ is an optimal solution to problem $\left(\mathrm{LP}_{M}\right)$, then $\hat{x}$ is an optimal solution to the original problem (LP).
(iii) Assume that $M \geq 2^{4 L}$ and that the extreme point $\left(\hat{x}, \hat{x}_{n+1}\right)$ of $X^{\prime}$ is an optimal solution to problem $\left(\mathrm{LP}_{M}\right)$. Then, $\hat{x}_{n+1}=0$, so $\hat{x}$ is an optimal solution to problem (LP).

Proof. (i) The assumption of finite value means that the polyhedron $X$ is nonempty and that the objective function $\langle c, x\rangle$ is bounded below on $X$, and by Theorem 12.1.1 in Part II, this implies that the vector $c$ lies in the dual cone of the recession cone recc $X$. Since

$$
\begin{aligned}
\operatorname{recc} X^{\prime} & =\left\{\left(x, x_{n+1}\right) \mid A x+(b-\mathbf{1}) x_{n+1} \leq 0, x_{n+1}=0\right\} \\
& =\operatorname{recc} X \times\{0\}
\end{aligned}
$$

the dual cone of recc $X^{\prime}$ is equal to $(\operatorname{recc} X)^{+} \times \mathbf{R}$. We conclude that the vector $(c, M)$ lies in the dual cone $\left(\operatorname{recc} X^{\prime}\right)^{+}$, which means that the objective function of problem $\left(\mathrm{LP}_{M}\right)$ is bounded below on the nonempty set $X^{\prime}$. Hence, our auxiliary problem has a finite value.

The polyhedron $X^{\prime}$ is line-free, since

$$
\begin{aligned}
\operatorname{lin} X^{\prime} & =\left\{\left(x, x_{n+1}\right) \mid A x+(b-\mathbf{1}) x_{n+1}=0, x_{n+1}=0\right\} \\
& =\operatorname{lin} X \times\{0\}=\{(0,0)\} .
\end{aligned}
$$

(ii) The point $(x, 0)$ is feasible for problem $\left(\mathrm{LP}_{M}\right)$ if and only if $x$ belongs to $X$, i.e. is feasible for our original problem (LP). So if $(\hat{x}, 0)$ is an optimal solution to the auxiliary problem, then in particular

$$
\langle c, \hat{x}\rangle=\langle c, \hat{x}\rangle+M \cdot 0 \leq\langle c, x\rangle+M \cdot 0=\langle c, x\rangle
$$

for all $x \in X$, which shows that $\hat{x}$ is an optimal solution to problem (LP).
(iii) Assume that $\left(\hat{x}, \hat{x}_{n+1}\right)$ is an extreme point of the polyhedron $X^{\prime}$ and an optimal solution to problem $\left(\mathrm{LP}_{M}\right)$. By Lemma 18.4.3, applied to the polyhedron $X^{\prime}$, and the estimate (18.17), we then have the inequality

$$
\begin{equation*}
\|\hat{x}\|_{\infty} \leq 2^{\ell\left(X^{\prime}\right)} \leq 2^{2 \ell(X)+4} \leq 2^{2 L-4} \tag{18.19}
\end{equation*}
$$

so it follows by using Lemma 18.4.1 that

$$
\begin{aligned}
|\langle c, \hat{x}\rangle| & \leq \sum_{j=1}^{n}\left|c_{j}\left\|\hat{x}_{j} \mid \leq\right\| c\left\|_{1}\right\| \hat{x} \|_{\infty} \leq 2^{\ell(c)} \cdot 2^{2 \ell(X)+4} \leq 2^{2 \ell(X)+2 \ell(c)+4}\right. \\
& \leq 2^{2 L-2 m-2 n+4} \leq 2^{2 L-4} .
\end{aligned}
$$

Assume that $\hat{x}_{n+1} \neq 0$. Then $\hat{x}_{n+1} \geq 2^{-\ell\left(X^{\prime}\right)} \geq 2^{-2 L}$, according to Lemma 18.4.3. The optimal value $\hat{v}_{M}$ of the auxiliary problem $\left(\mathrm{LP}_{M}\right)$ therefore satisfies the inequality

$$
\hat{v}_{M}=\langle c, \hat{x}\rangle+M \hat{x}_{n+1} \geq M \hat{x}_{n+1}-|\langle c, \hat{x}\rangle| \geq M \cdot 2^{-2 L}-2^{2 L-4} .
$$

Let now $x$ be an arbitrary extreme point of $X$. Since $(x, 0)$ is a feasible point for problem $\left(\mathrm{LP}_{M}\right)$ and since $\|x\|_{\infty} \leq 2^{\ell(X)}$ by lemma 18.4.3, the optimal value $\hat{v}_{M}$ must also satisfy the inequality

$$
\hat{v}_{M} \leq\langle c, x\rangle+M \cdot 0 \leq|\langle c, x\rangle| \leq\|c\|_{1} \cdot\|x\|_{\infty} \leq 2^{\ell(c)+\ell(X)}=2^{L-m-n} \leq 2^{L-4} .
$$

By combining the two inequalities for $\hat{v}_{M}$, we obtain the inequality

$$
2^{L-4} \geq M \cdot 2^{-2 L}-2^{2 L-4},
$$

which implies that

$$
M \leq 2^{3 L-4}+2^{4 L-4}<2^{4 L} .
$$

So if $M \geq 2^{4 L}$, then $\hat{x}_{n+1}=0$.
V. We are now ready for the main step in the proof of Theorem 18.4.2.

Lemma 18.4.5. Suppose that problem (LP) has a finite value. The pathfollowing algorithm, applied to the problem $\left(\mathrm{LP}_{M}\right)$ with $\|x\|_{\infty} \leq 2^{2 L}$ as an additional constraint, $M=2^{4 L}, \epsilon=2^{-4 L}$, and $(0,1)$ as starting point for phase 1, and complemented with a subsequent purification operation, generates an optimal solution to problem (LP) after at most $O\left(m^{3 / 2} n^{2} L\right)$ aritmetic operations.

Proof. It follows from the previous lemma and the estimate (18.19) that the LP problem $\left(\mathrm{LP}_{M}\right)$ has an optimal solution $(\hat{x}, 0)$ which satisfies the additional constraint $\|\hat{x}\|_{\infty} \leq 2^{2 L}$ if $M=2^{4 L}$. The LP problem obtained from $\left(\mathrm{LP}_{M}\right)$ by adding the $2 n$ constraints

$$
x_{j} \leq 2^{2 L} \quad \text { and }-x_{j} \leq 2^{2 L}, \quad j=1,2, \ldots, n,
$$

therefore has the same optimal value as $\left(\mathrm{LP}_{M}\right)$.

The extended problem has $m+2 n+2=O(m)$ linear constraints, and the point $\bar{z}=\left(\bar{x}, \bar{x}_{n+1}\right)=(0,1)$ is an interior point of the compact polyhedron of feasible points, which we denote by $Z$. By Theorem 18.3.1, the pathfollowing algorithm with $\epsilon=2^{-4 L}$ and $\bar{z}$ as the starting point therefore stops after $O\left((m+2 n+2)^{3 / 2} n^{2}\right) \ln ((m+2 n+2) \Phi / \epsilon+1)=O\left(m^{3 / 2} n^{2}\right) \ln \left(m 2^{4 L} \Phi+1\right)$ arithmetic operations at a point in the polyhedron $X^{\prime}$ and with a value of the objective function that approximates the optimal value $\hat{v}_{M}$ with an error less than $2^{-4 L}$.

Purification according to the method in Theorem 18.3.2 leads to an extreme point $\left(\hat{x}, \hat{x}_{n+1}\right)$ of $X^{\prime}$ with a value of the objective function less than $\hat{v}_{M}+2^{-4 L}$, and since $2^{-4 L}=4^{-2 L}<4^{-\ell\left(X^{\prime}\right)}$, it follows from Lemma 18.4.3 that $\left(\hat{x}, \hat{x}_{n+1}\right)$ is an optimal solution to $\left(\mathrm{LP}_{M}\right)$. By Lemma 18.4.4, this implies that $\hat{x}$ is an optimal solution to the original problem (LP).

The purification process requires $O\left(m n^{2}\right)$ arithmetic operations, so the total arithmetic cost is

$$
O\left(m n^{2}\right)+O\left(m^{3 / 2} n^{2}\right) \ln \left(m 2^{4 L} \Phi+1\right)=O\left(m^{3 / 2} n^{2}\right) \ln \left(m 2^{4 L} \Phi+1\right)
$$

operations. It thus only remains to prove that $\ln \left(m 2^{4 L} \Phi+1\right)=O(L)$, and since $m \leq L$, this will follow if we show that $\ln \Phi=O(L)$.


By definition,

$$
\Phi=\operatorname{Var}_{Z}(c, M) \cdot \frac{1}{1-\pi_{\hat{z}_{F}}(\bar{z})},
$$

where $\hat{z}_{F}$ is the analytic center of $Z$ with respect to the relevant logarithmic barrier $F$. The absolute value of the objective function at an arbitrary point $\left(x, x_{n+1}\right) \in Z$ can be estimated by

$$
\left|\langle c, x\rangle+M x_{n+1}\right| \leq\|c\|_{1}\|x\|_{\infty}+2 M \leq 2^{\ell(c)+2 L}+2 \cdot 2^{4 L} \leq 2^{4 L+2},
$$

and the maximal variation of the function is at most twice this value. Hence,

$$
\operatorname{Var}_{Z}(c, M) \leq 2^{4 L+3}
$$

The second component of $\Phi$ is estimated using Theorem 18.1.7. Let $\bar{B}_{\infty}\left(a, a_{n+1} ; r\right)$ denote the closed ball of radius $r$ in $\mathbf{R}^{n+1}=\mathbf{R}^{n} \times \mathbf{R}$ with center at the point ( $a, a_{n+1}$ ) and with distance given by the maximum norm, i.e.

$$
\bar{B}_{\infty}\left(a, a_{n+1} ; r\right)=\left\{\left(x, x_{n+1}\right) \in \mathbf{R}^{n} \times \mathbf{R}\left|\|x-a\|_{\infty} \leq r,\left|x_{n+1}-a_{n+1}\right| \leq r\right\} .\right.
$$

The polyhedron $Z$ is by definition included in the ball $\bar{B}_{\infty}\left(0,0 ; 2^{2 L}\right)$. On the other hand, the tiny ball $\bar{B}_{\infty}\left(\bar{z} ; 2^{-L}\right)$ is included in $Z$, for if $\|x\|_{\infty} \leq 2^{-L}$ and $\left|x_{n+1}-1\right| \leq 2^{-L}$, then

$$
\begin{aligned}
& \sum_{j=1}^{n} a_{i j} x_{j}+\left(b_{i}-1\right) x_{n+1}-b_{i}=\sum_{j=1}^{n} a_{i j} x_{j}+b_{i}\left(x_{n+1}-1\right)-x_{n+1} \\
& \quad \leq \sum_{j=1}^{n}\left|a_{i j}\right|\left|x_{j}\right|+\left|b_{i}\right|\left|x_{n+1}-1\right|-x_{n+1} \leq 2^{-L}\left(\sum_{j=1}^{n}\left|a_{i j}\right|+\left|b_{i}\right|\right)-\left(1-2^{-L}\right) \\
& \quad \leq 2^{-L+\ell(X)}+2^{-L}-1 \leq 2^{-4}+2^{-L}-1<0
\end{aligned}
$$

which proves that the $i$ th inequality of the system $A x+(b-1) x_{n+1} \leq b$ holds with strict inequality for $i=1,2, \ldots, m$, and the remaining inequalities that define the polyhedron $Z$ are obviously strictly satisfied.

It therefore follows from Theorem 18.1.7 that

$$
\pi_{\hat{z}_{F}}(\bar{z}) \leq \frac{2 \cdot 2^{2 L}}{2 \cdot 2^{2 L}+2^{-L}}
$$

and that consequently

$$
\frac{1}{1-\pi_{\hat{z}_{F}}(\bar{z})} \leq 2 \cdot 2^{3 L}+1<2^{3 L+2} .
$$

This implies that $\Phi \leq 2^{4 L+3} \cdot 2^{3 L+2}=2^{7 L+5}$. Hence, $\ln \Phi=O(L)$, which completes the proof of the lemma.
VI. It remains to show that $O\left(m^{7 / 2} L\right)$ operations are sufficient to decide whether the optimal value of the original problem (LP) is $+\infty,-\infty$ or finite.

To decide whether the value is $+\infty$ or not, i.e. whether the polyhedron $X$ is empty or not, we consider the artificial LP problem

$$
\begin{aligned}
& \min \quad x_{n+1} \\
& \text { s.t. }\left\{\begin{array}{r}
A x-\mathbf{1} x_{n+1} \leq b \\
-x_{n+1} \leq 0
\end{array}\right.
\end{aligned}
$$

This problem has feasible points since $(0, t)$ satisfies all constraints for sufficiently large positive numbers $t$. The optimal value of the problem is apparently greater than or equal to zero, and it is equal to zero if and only if $X \neq \emptyset$.

So we can decide whether the polyhedron $X$ is empty or not by determining an optimal solution to the artificial problem. The input length of this problem is $\ell(X)+2 m+n+4$, and since this number is $\leq 2 L$, it follows from Lemma 18.4.5 that we can decide whether $X$ is empty or not with $O\left(m^{3 / 2} n^{2} L\right)$ aritmethic operations.

Note that we do not need to solve the artificial problem exactly. If the value is greater than zero, then, because of Lemma 18.4.3, it is namely greater than or equal to $2^{-2 L}$. It is therefore sufficient to determine a point that approximates the value with an error of less than $2^{-2 L}$ to know if the value is zero or not.
VII. If the polyhedron $X$ is nonempty, we have as the next step to decide whether the objective function is bounded below. This is the case if and only if the dual problem to problem (LP) has feasible points, and this dual maximization problem is equivalent to the minimization problem

$$
\begin{aligned}
& \min \{-b, y\rangle \\
& \text { s.t. }\left\{\begin{aligned}
A^{T} y & \leq c \\
-A^{T} y & \leq-c \\
-y & \leq 0,
\end{aligned}\right.
\end{aligned}
$$

which is a problem with $m$ variables, $2 n+m(=O(m))$ constraints and input length

$$
2 \ell(A)+m+2 \ell(c)+\ell(b)+m+(2 n+m) \leq 2 L+m \leq 3 L .
$$

So it follows from step VI that we can decide whether the dual problem has any feasible points with $O\left(m^{7 / 2} L\right)$ operations.

The proof of Theorem 18.4.2 is now complete.

## Exercises

18.1 Show that if the functions $f_{i}$ are $\nu_{i}$-self-concordant barriers to the subsets $X_{i}$ of $\mathbf{R}^{n_{i}}$, then $f\left(x_{1}, \ldots, x_{m}\right)=f_{1}\left(x_{1}\right)+\cdots+f_{m}\left(x_{m}\right)$ is a $\left(\nu_{1}+\cdots+\nu_{m}\right)$ -self-concordant barrier to the product set $X_{1} \times \cdots \times X_{m}$.
18.2 Prove that the dual local norm $\|v\|_{x}^{*}$ that is associated with the function $f$ is finite if and only if $v$ belongs to $\mathcal{N}\left(f^{\prime \prime}(x)\right)^{\perp}$, and that the restriction of $\|\cdot\|_{x}^{*}$ to $\mathcal{N}\left(f^{\prime \prime}(x)\right)^{\perp}$ is a proper norm.
18.3 Let $X$ be a closed proper convex cone with nonempty interior, let $\nu \geq 1$ be a real number, and suppose that the function $f: \operatorname{int} X \rightarrow \mathbf{R}$ is closed and self-concordant and that $f(t x)=f(x)-\nu \ln t$ for all $x \in \operatorname{int} X$ and all $t>0$. Prove that
a) $f^{\prime}(t x)=t^{-1} f^{\prime}(x)$
b) $f^{\prime}(x)=-f^{\prime \prime}(x) x$
c) $\lambda(f, x)=\sqrt{\nu}$.

The function $f$ is in other words a $\nu$-self-concordant barrier to $X$.
18.4 Show that the nonnegative orthant $X=\mathbf{R}_{+}^{n}, \nu=n$ and the logarithmic barrier $f(x)=-\sum_{i=1}^{n} \ln x_{i}$ fulfill the assumptions of the previous exercise.
18.5 Let $X=\left\{\left(x, x_{n+1}\right) \in \mathbf{R}^{n} \times \mathbf{R} \mid x_{n+1} \geq\|x\|_{2}\right\}$.
a) Show that the function $f(x)=-\ln \left(x_{n+1}^{2}-\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)\right)$ is selfconcordant on int $X$.
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b) Show that $X, \nu=2$ and $f$ fulfill the assumptions of exercise 18.3. The function $f$ is thus a 2 -self-concordant barrier to $X$.
18.6 Suppose that the function $f: \mathbf{R}_{++} \rightarrow \mathbf{R}$ is convex, three times continuously differentiable and that

$$
\left|f^{\prime \prime \prime}(x)\right| \leq 3 \frac{f^{\prime \prime}(x)}{x}
$$

for all $x>0$. The function

$$
F(x, y)=-\ln (y-f(x))-\ln x
$$

with $X=\left\{(x, y) \in \mathbf{R}^{2} \mid x>0, y>f(x)\right\}$ as domain is self-concordant according to exercise 16.3. Show that $F$ is a 2 -self-concordant barrier to the closure cl $X$.
18.7 Prove that the function

$$
F(x, y)=-\ln (y-x \ln x)-\ln x
$$

is a 2 -self-concordant barrier to the epigraph

$$
\left\{(x, y) \in \mathbf{R}^{2} \mid y \geq x \ln x, x \geq 0\right\}
$$

18.8 Prove that the function

$$
G(x, y)=-\ln (\ln y-x)-\ln y
$$

is a 2-self-concordant barrier to the epigraph $\left\{(x, y) \in \mathbf{R}^{2} \mid y \geq \mathrm{e}^{x}\right\}$.


## Bibliografical and historical notices

Newton's method is a classic iterative algorithm for finding critical points of differentiable functions, and it was proven by Kantorovich [1] that the algorithm converges quadratically when the function has a Lipschitz continuous, positive definite second derivatives in a neighborhood of the critical point, provided the starting point is selected close enough.

Barrier methods for solving nonlinear optimization problems were first used during the 1950s. The central path with logarithmic barriers was studied by Fiacco and McCormick, and their book on sequential minimization techniques - Fiacco-McCormick [1], first published in 1968 - is the standard work in the field. The methods worked well in practice, for the most part, but there were no theoretical complexity results. They lost in popularity in the 1970s and then experienced a renaissance in the wake of Karmarkar's discovery.

Karmarkar's [1] polynomial algorithm for linear programming proceeds by mapping the polyhedron of feasible points and the current approximate solution $x_{k}$ onto a new polyhedron and a new point $x_{k}^{\prime}$ which is located near the center of the new polyhedron, using a projective scaling transformation. Thereafter, a step is taken in the transformed space which results in a point $x_{k+1}$ with a lower objective function value. The progress is measured by means of a logarithmic potential function.

It was soon noted that Karmarkar's potential-reducing algorithm was akin to previously studied path-following methods, and Renegar [1] and Gonzaga [1] managed to show that the path-following method with logarithmic barrier is polynomial for LP problems.

A general introduction to linear programming and the algorithm development in the area until the late 1980s (the ellipsoid method, Karmarkar's algorithm, etc.) is given by Goldfarb-Todd [1]. An overview of potentialreducing algorithms is given by Todd [1], while Gonzaga [2] describes the evolution of path-following algorithms until 1992.

A breakthrough in convex optimization occurred in the late 1980s, when Yurii Nesterov discovered that Gonzaga's and Renegar's proof only used two properties of the logarithmic barrier function, namely, that it satisfies the two differential inequalities, which with Nesterov's terminology means that the barrier is self-concordant with finite parameter $\nu$. Since explicit computable self-concordant barriers exist for a number of important types of convex sets, the theoretical complexity results for linear programming could now be extended to a large class of convex optimization problems, and Nemirovskii together with Nesterov developed algorithms for convex optimization based on self-concordant barriers. See Nesterov-Nesterovski [1].

A modern textbook on convex optimization, which in addition to theory and algorithms also contains lots of interesting applications from a variety of fields, is the book by Boyd-Vandenberghe [1].
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## Answers and solution to the exercises

## Chapter 14

$14.1 x_{1}=\left(\frac{4}{9},-\frac{1}{9}\right), x_{2}=\left(\frac{2}{27}, \frac{2}{27}\right), x_{3}=\left(\frac{8}{243},-\frac{2}{243}\right)$.
$14.3 h f^{\prime}\left(x_{k}\right)=f\left(x_{k}\right)-f\left(x_{k+1}\right) \rightarrow f(\hat{x})-f(\hat{x})=0$ and $h f^{\prime}\left(x_{k}\right) \rightarrow h f^{\prime}(\hat{x})$.
Hence, $f^{\prime}(\hat{x})=0$.

## Chapter 15

$15.1 \Delta x_{\mathrm{nt}}=-x \ln x, \lambda(f, x)=\sqrt{x} \ln x,\|v\|_{x}=|v| / \sqrt{x}$.
15.2 a) $\Delta x_{\mathrm{nt}}=\left(\frac{1}{3}, \frac{1}{3}\right), \lambda(f, x)=\sqrt{\frac{1}{3}},\|v\|_{x}=\frac{1}{2} \sqrt{5 v_{1}^{2}+2 v_{1} v_{2}+5 v_{2}^{2}}$
b) $\Delta x_{\mathrm{nt}}=\left(\frac{1}{3},-\frac{2}{3}\right), \lambda(f, x)=\sqrt{\frac{1}{3}},\|v\|_{x}=\frac{1}{2} \sqrt{8 v_{1}^{2}+8 v_{1} v_{2}+5 v_{2}^{2}}$.
$15.3 \Delta x_{\text {nt }}=\left(v_{1}, v_{2}\right)$, where $v_{1}+v_{2}=-1-\mathrm{e}^{-\left(x_{1}+x_{2}\right)}$, $\lambda(f, x)=\mathrm{e}^{\left(x_{1}+x_{2}\right) / 2}+\mathrm{e}^{-\left(x_{1}+x_{2}\right) / 2},\|v\|_{x}=\mathrm{e}^{\left(x_{1}+x_{2}\right) / 2}\left|v_{1}+v_{2}\right|$.
15.4 If $\operatorname{rank} A<m$, then $\operatorname{rank} M<m+n$, and if $\mathcal{N}(A) \cap \mathcal{N}(P)$ contains a nonzero vector $x$, then $M\left[\begin{array}{l}x \\ 0\end{array}\right]=\left[\begin{array}{l}0 \\ 0\end{array}\right]$. Hence, the matrix $M$ has no inverse in these cases.
Conversely, suppose that $\operatorname{rank} A=m$, i.e. that $\mathcal{N}\left(A^{T}\right)=\{0\}$, and that $\mathcal{N}(A) \cap \mathcal{N}(P)=\{0\}$. We show that the coefficient matrix $M$ is invertible by showing that the homogeneous system

$$
\left\{\begin{array}{l}
P x+A^{T} y=0 \\
A x=0
\end{array}\right.
$$

has no other solutions than the trivial one, $x=0$ and $y=0$.
By multiplying the first equation from the left by $x^{T}$ we obtain

$$
0=x^{T} P x+x^{T} A^{T} y=x^{T} P x+(A x)^{T} y=x^{T} P x
$$

and since $P$ is positive semidefinite, it follows that $P x=0$. The first equation now gives $A^{T} y=0$. Hence, $x \in \mathcal{N}(A) \cap \mathcal{N}(P)$ and $y \in \mathcal{N}\left(A^{T}\right)$, which means that $x=0$ and $y=0$.
15.5 a) By assumption, $\left\langle v, f^{\prime \prime}(x) v\right\rangle \geq \mu\|v\|^{2}$ if $A v=0$. Since $A C=0$, we conclude that

$$
\begin{aligned}
\left\langle w, \tilde{f}^{\prime \prime}(z) w\right\rangle & =\left\langle w, C^{T} f^{\prime \prime}(x) C w\right\rangle=\left\langle C w, f^{\prime \prime}(x) C w\right\rangle \geq \mu\|C w\|^{2} \\
& =\mu\left\langle w, C^{T} C w\right\rangle \geq \mu \sigma\|w\|^{2}
\end{aligned}
$$

for all $w \in \mathbf{R}^{p}$, which shows that the function $\tilde{f}$ is $\mu \sigma$-strongly convex. b) The assertion follows from a) if we show that the restriction of $f$ to $X$ is a $K^{-2} M^{-1}$-strongly convex function. So assume that $x \in X$ and that $A v=0$. Then

$$
\left[\begin{array}{cc}
f^{\prime \prime}(x) & A^{T} \\
A & 0
\end{array}\right]\left[\begin{array}{l}
v \\
0
\end{array}\right]=\left[\begin{array}{c}
f^{\prime \prime}(x) v \\
0
\end{array}\right]
$$

and due to the bound on the norm of the inverse matrix, we conclude that

$$
\|v\| \leq K\left\|f^{\prime \prime}(x) v\right\| .
$$

The positive semidefinite second derivative $f^{\prime \prime}(x)$ has a positive semidefinite square root $f^{\prime \prime}(x)^{1 / 2}$ and $\left\|f^{\prime \prime}(x)^{1 / 2}\right\|=\left\|f^{\prime \prime}(x)\right\|^{1 / 2} \leq M^{1 / 2}$. It follows that

$$
\begin{aligned}
\left\|f^{\prime \prime}(x) v\right\|^{2} & =\left\|f^{\prime \prime}(x)^{1 / 2} f^{\prime \prime}(x)^{1 / 2} v\right\|^{2} \leq\left\|f^{\prime \prime}(x)^{1 / 2}\right\|^{2}\left\|f^{\prime \prime}(x)^{1 / 2} v\right\|^{2} \\
& \leq M\left\|f^{\prime \prime}(x)^{1 / 2} v\right\|^{2}=M\left\langle v, f^{\prime \prime}(x) v\right\rangle,
\end{aligned}
$$

which inserted in the above inequality results in the inequality

$$
\left\langle v, f^{\prime \prime}(x) v\right\rangle \geq K^{-2} M^{-1}\|v\|^{2} .
$$

## Chapter 16

16.2 Let $P_{i}$ denote the projection of $\mathbf{R}^{n_{1}} \times \cdots \times \mathbf{R}^{n_{m}}$ onto then $i$ th factor $\mathbf{R}^{n_{i}}$. Then $f(x)=\sum_{i=1}^{m} f_{i}\left(P_{i} x\right)$, so it follows from Theorems 16.1.5 and 16.1.6 that $f$ is self-concordant.
16.3 a) The function $g$ is convex, since $g^{\prime \prime}(x)=\frac{f^{\prime}(x)^{2}}{f(x)^{2}}-\frac{f^{\prime \prime}(x)}{f(x)}+\frac{1}{x^{2}} \geq 0$.
$g^{\prime \prime \prime}(x)=-\frac{f^{\prime \prime \prime}(x)}{f(x)}+3 \frac{f^{\prime}(x) f^{\prime \prime}(x)}{f(x)^{2}}-2 \frac{f^{\prime}(x)^{3}}{f(x)^{3}}-\frac{2}{x^{3}}$ implies that $\left|g^{\prime \prime \prime}(x)\right| \leq 3 \frac{f^{\prime \prime}(x)}{x|f(x)|}+3 \frac{\left|f^{\prime}(x)\right| f^{\prime \prime}(x)}{f(x)^{2}}+2 \frac{\left|f^{\prime}(x)\right|^{3}}{|f(x)|^{3}}+2 \frac{1}{x^{3}}$.
The inequality $\left|g^{\prime \prime \prime}(x)\right| \leq 2 g^{\prime \prime}(x)^{3 / 2}$, which proves that the function $g$ is self-concordant, is now obtained by choosing $a=\sqrt{f^{\prime \prime}(x) /|f(x)|}$, $b=\left|f^{\prime}(x)\right| /|f(x)|$ and $c=1 / x$ in the equality

$$
3 a^{2} b+3 a^{2} c+2 b^{3}+2 c^{3} \leq 2\left(a^{2}+b^{2}+c^{2}\right)^{3 / 2}
$$

To prove this inequality, we can due to homogeneity assume that

$$
a^{2}+b^{2}+c^{2}=1 .
$$

Inserting $a^{2}=1-b^{2}-c^{2}$ into the inequality, we can rewrite it as $(b+c)\left(3-(b+c)^{2}\right) \leq 2$, which holds since $x\left(3-x^{2}\right) \leq 2$ for $x \geq 0$.
16.3 b) Let $\phi(t)=F\left(x_{0}+\alpha t, y_{0}+\beta t\right)$ be the restriction of $F$ to an arbitrary line through the point $\left(x_{0}, y_{0}\right)$ in $\operatorname{dom} F$. We will prove that $\phi$ is selfconcordant, and we have to treat the cases $\alpha=0$ and $\alpha \neq 0$ separately. If $\alpha=0$, then $\phi(t)=-\ln (\beta t+a)+b$, where $a=y_{0}-f\left(x_{0}\right)$ and $b=-\ln x_{0}$, so $\phi$ is self-concordant in this case.
To prove the case $\alpha \neq 0$, we note that $f(x)-A x-B$ satisfies the assumptions of the exercise for each choice of the constants $A$ and $B$, and hence $h(x)=-\ln (A x+B-f(x))-\ln x$ is self-concordant according to the result in a). But $\phi(t)=h\left(\alpha t+x_{0}\right)$, where $A=\beta / \alpha$ and $B=y_{0}-\beta x_{0} / \alpha$. Thus, $\phi$ is self-concordant.

16.6 a) Set $\lambda=\lambda(f, x)$ and use the inequalities (16.7) and (16.6) in Theorem 16.3.2 with $y=x^{+}$and $v=x^{+}-x=(1+\lambda)^{-1} \Delta x_{\mathrm{nt}}$. This results in the inequality

$$
\begin{aligned}
\left\langle f^{\prime}\left(x^{+}\right), w\right\rangle & \leq\left\langle f^{\prime}(x), w\right\rangle+\frac{1}{1+\lambda}\left\langle f^{\prime \prime}(x) \Delta x_{\mathrm{nt}}, w\right\rangle+\frac{\lambda^{2}\|w\|_{x}}{(1+\lambda)^{2}(1-\lambda /(1+\lambda))} \\
& =\left\langle f^{\prime}(x), w\right\rangle-\frac{1}{1+\lambda}\left\langle f^{\prime}(x), w\right\rangle+\frac{\lambda^{2}}{1+\lambda}\|w\|_{x} \\
& =\frac{\lambda}{1+\lambda}\left\langle f^{\prime}(x), w\right\rangle+\frac{\lambda^{2}}{1+\lambda}\|w\|_{x} \\
& \leq \frac{\lambda}{1+\lambda} \lambda\|w\|_{x}+\frac{\lambda^{2}}{1+\lambda}\|w\|_{x}=\frac{2 \lambda^{2}}{1+\lambda}\|w\|_{x} \\
& \leq \frac{2 \lambda^{2}\|w\|_{x^{+}}}{(1+\lambda)(1-\lambda /(1+\lambda))}=2 \lambda^{2}\|w\|_{x^{+}}
\end{aligned}
$$

with $\lambda\left(f, x^{+}\right) \leq 2 \lambda^{2}$ as conclusion.

## Chapter 18

18.1 Follows from Theorems 18.1.3 and 18.1.2.
18.2 To prove the implication $\|v\|_{x}^{*}<\infty \Rightarrow v \in \mathcal{N}\left(f^{\prime \prime}(x)\right)^{\perp}$ we write $v$ as $v=v_{1}+v_{2}$ with $v_{1} \in \mathcal{N}\left(f^{\prime \prime}(x)\right)$ and $v_{2} \in \mathcal{N}\left(f^{\prime \prime}(c)\right)^{\perp}$, noting that $\left\|v_{1}\right\|_{x}=0$. Hence $\|v\|_{1}^{2}=\left\langle v_{1}, v_{1}\right\rangle=\left\langle v, v_{1}\right\rangle \leq\|v\|_{x}^{*}\left\|v_{1}\right\|_{x}=0$, and we conclude that $v_{1}=0$. This proves that $v$ belongs to $\mathcal{N}\left(f^{\prime \prime}(x)\right)^{\perp}$.
Given $v \in \mathcal{N}\left(f^{\prime \prime}(x)\right)^{\perp}$ there exists a vector $u$ such that $v=f^{\prime \prime}(x) u$. We shall prove that $\|v\|_{x}^{*}=\|u\|_{x}$. From this follows that $\|v\|_{x}^{*}<\infty$ and that $\|\cdot\|_{x}^{*}$ is a norm on the subspace $\mathcal{N}\left(f^{\prime \prime}(x)\right)^{\perp}$ of $\mathbf{R}^{n}$.
Let $w \in \mathbf{R}^{n}$ be arbitrary. By Cauchy-Schwarz's inequality,

$$
\begin{aligned}
\langle v, w\rangle & =\left\langle f^{\prime \prime}(x) u, w\right\rangle=\left\langle f^{\prime \prime}(x)^{1 / 2} u, f^{\prime \prime}(x)^{1 / 2} w\right\rangle \\
& \leq\left\|f^{\prime \prime}(x)^{1 / 2} u\right\|\left\|f^{\prime \prime}(x)^{1 / 2} w\right\|=\|u\|_{x}\|v\|_{x},
\end{aligned}
$$

and this implies that $\|v\|_{x}^{*} \leq\|u\|_{x}$. Suppose $v \neq 0$. Then $u$ does not belong to $\mathcal{N}\left(f^{\prime \prime}(x)\right)$, which means that $\|u\|_{x} \neq 0$, and for $w=u /\|u\|_{x}$ we get the identity

$$
\langle v, w\rangle=\|u\|_{x}^{-1}\left\langle f^{\prime \prime}(x)^{1 / 2} u, f^{\prime \prime}(x)^{1 / 2} u\right\rangle=\|u\|_{x}^{-1}\left\|f^{\prime \prime}(x)^{1 / 2} u\right\|^{2}=\|u\|_{x},
$$

which proves that $\|v\|_{x}^{*}=\|u\|_{x}$. If on the other hand $v=0$, then $u$ is a vector in $\mathcal{N}\left(f^{\prime \prime}(x)\right)$ so we have $\|v\|_{x}^{*}=\|u\|_{x}$ in this case, too.
18.3 a) Differentiate the equality $f(t x)=f(x)-\nu \ln t$ with respect to $x$.
b) Differentiate the equality obtained in a) with respect to $t$ and then take $t=1$.
c) Since $X$ does not contain any line, $f$ is a non-degenerate self-concordant function, and it follows from the result in b ) that $x$ is the unique Newton direction of $f$ at the point $x$. By differentiating the equality $f(t x)=f(x)-\nu \ln t$ with respect to $t$ and then putting $t=1$, we obtain $\left\langle f^{\prime}(x), x\right\rangle=-\nu$. Hence

$$
\nu=-\left\langle f^{\prime}(x), x\right\rangle=-\left\langle f^{\prime}(x), \Delta x_{\mathrm{nt}}\right\rangle=\lambda(f, x)^{2} .
$$

18.5 Define $g\left(x, x_{n+1}\right)=\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)-x_{n+1}^{2}=\|x\|^{2}-x_{n+1}^{2}$, so that

$$
f(x)=-\ln \left(-g\left(x, x_{n+1}\right)\right),
$$

and let $w=\left(v, v_{n+1}\right)$. Then

$$
\begin{aligned}
D g & =D g\left(x, x_{n+1}\right)[w]=2\left(\langle v, x\rangle-x_{n+1} v_{n+1}\right), \\
D^{2} g & =D^{2} g\left(x, x_{n+1}\right)[w, w]=2\left(\|v\|^{2}-v_{n+1}^{2}\right), \\
D^{3} g & =D^{3} g\left(x, x_{n+1}\right)[w, w, w]=0, \\
D f & =D f\left(x, x_{n+1}\right)[w]=-\frac{1}{g} D g \\
D^{2} f & =D^{2} f\left(x, x_{n+1}\right)[w, w]=\frac{1}{g^{2}}\left((D g)^{2}-g D^{2} g\right), \\
D^{3} f & =D^{3} f\left(x, x_{n+1}\right)[w, w, w]=\frac{1}{g^{3}}\left(-2(D g)^{3}+3 g D g D^{2} g\right) .
\end{aligned}
$$

Consider the difference
$\Delta=(D g)^{2}-g D^{2} g=4\left(\langle x, v\rangle-x_{n+1} v_{n+1}\right)^{2}+2\left(x_{n+1}^{2}-\|x\|^{2}\right)\left(\|v\|^{2}-v_{n+1}^{2}\right)$.
Since $x_{n+1}>\|x\|$, we have $\Delta \geq 0$ if $\left|v_{n+1}\right| \leq\|v\|$. So suppose that $\left|v_{n+1}\right|>\|v\|$. Then

$$
\begin{aligned}
\left|x_{n+1} v_{n+1}-\langle x, v\rangle\right| & \geq x_{n+1}\left|v_{n+1}\right|-|\langle x, v\rangle| \\
& \geq x_{n+1}\left|v_{n+1}\right|-\|x\|\|v\| \geq 0
\end{aligned}
$$

and it follows that

$$
\begin{aligned}
\Delta & \geq 4\left(x_{n+1}\left|v_{n+1}\right|-\|x\|\|v\|\right)^{2}+2\left(x_{n+1}^{2}-\|x\|^{2}\right)\left(\|v\|^{2}-v_{n+1}^{2}\right) \\
& =2\left(x_{n+1}\left|v_{n+1}\right|-\|x\|\|v\|\right)^{2}+2\left(x_{n+1}\|v\|-\|x\|\left|v_{n+1}\right|\right)^{2} \geq 0 .
\end{aligned}
$$

This shows that $D^{2} f=\Delta / g^{2} \geq 0$, so $f$ is a convex function.
To prove that the function is self-concordant, we shall show that

$$
4\left(D^{2} f\right)^{3}-\left(D^{3} f\right)^{2} \geq 0
$$

After simplification we obtain

$$
4\left(D^{2} f\right)^{3}-\left(D^{3} f\right)^{2}=g^{-4}\left(D^{2} g\right)^{2}\left(3(D g)^{2}-4 g D^{2} g\right)
$$

and the problem has now been reduced to showing that the difference

$$
\begin{aligned}
\Delta^{\prime} & =3(D g)^{2}-4 g D^{2} g \\
& =12\left(\langle x, v\rangle-x_{n+1} v_{n+1}\right)^{2}+8\left(x_{n+1}^{2}-\|x\|^{2}\right)\left(\|v\|^{2}-v_{n+1}^{2}\right)
\end{aligned}
$$

is nonnegative. This is obvious if $\left|v_{n+1}\right| \leq\|v\|$, and if $\left|v_{n+1}\right|>\|v\|$ then we get in a similar way as above

$$
\begin{aligned}
\Delta^{\prime} & \geq 12\left(x_{n+1}\left|v_{n+1}\right|-\|x\|\|v\|\right)^{2}+8\left(x_{n+1}^{2}-\|x\|^{2}\right)\left(\|v\|^{2}-v_{n+1}^{2}\right) \\
& =4\left(x_{n+1}\left|v_{n+1}\right|-\|x\|\|v\|\right)^{2}+8\left(x_{n+1}\|v\|-\|x\|\left|v_{n+1}\right|\right)^{2} \geq 0 .
\end{aligned}
$$

18.6 Let $w=(u, v)$ be an arbitrary vector in $\mathbf{R}^{2}$. Writing $a=1 /(y-f(x))$, $b=-1 / x, A=f^{\prime}(x)$ and $B=f^{\prime \prime}(x)$ for short, where $a>0$ and $B \geq 0$, we obtain

$$
\begin{aligned}
D F(x, y)[w] & =(a A+b) u-a v \\
D^{2} F(x, y)[w, w] & =\left(a B+a^{2} A^{2}+b^{2}\right) u^{2}-2 a^{2} A u v+a^{2} v^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& 2 D^{2} F(x, y)[w, w]-(D F(x, y)[w])^{2} \\
& \quad=a^{2} A^{2} u^{2}+b^{2} u^{2}+a^{2} v^{2}+2 a b u v-2 a^{2} A u v-2 a b A u^{2}+2 a B u^{2} \\
& \quad=(a A u-b u-a v)^{2}+2 a B u^{2} \geq 0 .
\end{aligned}
$$

So $F$ is a 2-self-concordant function.
18.7 Use the previous exercise with $f(x)=x \ln x$.
18.8 Taking $f(x)=-\ln x$ in exercise 18.5, we see that

$$
F(x, y)=-\ln (\ln x+y)-\ln x
$$

is a 2-self-concordant barrier to the closure of the region $-y<\ln x$. Since $G(x, y)=F(y,-x)$, it then follows from Theorem 18.1.3 that $G$ is a 2-self-concordant barrier to the region $y \geq \mathrm{e}^{x}$.
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