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Linear Algebra Examples c-2 Introduction

Introduction

Here we collect all tables of contents of all the books on mathematics | have written so far for the publisher.
In the rst list the topics are grouped according to their headlines, so the reader quickly can get an idea of
where to search for a given topic.In order not to make the titles too long | have in the numbering added

a for a compendium
b for practical solution procedures (standard methods etc.)
¢ for examples.

The ideal situation would of course be that all major topics were supplied with all three forms of books, but
this would be too much for a single man to write within a limited time.

After the rst short review follows a more detailed review of the contents of each book. Only Linear Algebra
has been supplied with a short index. The plan in the future is also to make indices of every other book as
well, possibly supplied by an index of all books. This cannot be done for obvious reasons during the rst
couple of years, because this work is very big, indeed.

It is my hope that the present list can help the reader to navigate through this rather big collection of books.

Finally, since this list from time to time will be updated, one should always check when this introduction has
been signed. If a mathematical topic is not on this list, it still could be published, so the reader should also
check for possible new books, which have not been included in this list yet.

Unfortunately errors cannot be avoided in a rst edition of a work of this type. However, the author has tried
to put them on a minimum, hoping that the reader will meet with sympathy the errors which do occur in the
text.

Leif Mejlbro
5th October 2008
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Linear Algebra Examples c-2 1. Geometrical vectors

1 Geometrical vectors

Example 1.1 Given A1 Ay --- Ag a regular octogon of midpoint Ayg. How many different vectors are
there among the 81 vectors A;A;, where i and j belong to the set {0,1,2,...,8}%

Remark 1.1 There should have been a figure here, but neither IXTgXnor MAPLE will produce it for
me properly, so it is left to the reader. ¢

This problem is a typical combinatorial problem.

Clearly, the 9 possibilities A; A; all represent the 0 vector, so this will giver us 1 possibility.

From a geometrical point of view Aq is not typical. We can form 16 vector where Ag is the initial or
final point. These can, however, be paired. For instance

A140 = AoAs
and analogously. In this particular case we get 8 vectors.

Then we consider the indices modulo 8, i.e. if an index is larger than 8 or smaller than 1, we subtract
or add some multiple of 8, such that the resulting index lies in the set {1,2,...,8}. Thus e.g.
9=1+8=1( mod 8).

Then we have 8 different vectors of the form A;A; 11, and these can always be paired with a vector of
—_— —_— —_— . ey . . . .

the form A;A;_;. Thus e.g. Aj Ay = AgAs. Hence the 16 possibilities of this type will only give os 8

different vectors.

The same is true for A;A;42 and AjA;_o (16 possibilities and only 8 vectors), and for A; 4,43 and

—_——
AjA;_5 (again 16 possibilities and 8 vectors).

—
Finally, we see that we have for A;A;,4 8 possibilities, which all represent a diameter. None of these
diameters can be paired with any other, so we obtain another 8 vectors.

Summing up,

# possibilities | # vectors
0 vector 9 1
Ag is one of the points 16 8
s
AiAit 16 8
—_—
AiAixr 16 8
—
AiAixs 16 8
—_
AlAi+4 8 8
T alt 81 41

By counting we find 41 different vectors among the 81 possible combinations.
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Linear Algebra Examples c-2 1. Geometrical vectors

Example 1.2 Given a point set G consisting of n points
G={A1,As,...,A,}.

Denoting by O the point which is chosen as origo of the vectors, prove that the point M given by the
equation

— 1

OM = = (04 + 043 ++ -+ 04,),

n
does not depend on the choice of the origo O.

The point M s called the midpoint or the geometrical barycenter of the point set G.
Prove that the point M satisfies the equation

B -

e
MA, +MAy +---+ MA, =0,

and that M is the only point fulfilling this equation.

Let
—_— 1l /— — —_—
OM = (OA; + 04z + - + 04,)
n
and
1 s
OiM; = — (01,41 £ O Ay +--- +01An> .

360°
thinking.

Deloitte.

Discover the truth at www.deloitte.ca/careers © Deloitte & Touche LLP and affliated entities.
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Linear Algebra Examples c-2 1. Geometrical vectors

NN s 1 N N s
OM = 010+0M=010+E(0A1+0A2+...+o n)

%{(010+OA1) +(010+043) + -+ (0:0+ 04,) }
1 /- DR P
= (01A1 +O01 A+ + OlAn) = 01 My,
from which we conclude that M; = M.

Now choose in particular O = M. Then

—

o 1l /— — SN
MM:O:—(MA1+MA2+--~+MAn>,
n
thus

; , .
MA, + MAy+---+ MA, =0.

On the other hand, the uniqueness proved above shows that M is the only point, for which this is
true.

Example 1.3 Prove that if a point set
G={41,A2,...,A,}

has a centrum of symmetry M, then the midpoint of the set (the geometrical barycenter) lie in M.

If A; and A; are symmetric with respect to M, then
_— o
MA;, + MA; =0.
Since every point is symmetric to precisely one other point with respect to M, we get
—_— —— —_—
MA, +MAy +---+ MA, =0,

which according to EXAMPLE 1.2 means that M is also the geometrical barycenter of the set.

Example 1.4 Prove that if a point set G = {A1, Aa,..., A,} has an axis of symmetry €, then the
midpoint of the set (the geometrical barycenter) lies on .

Every point A; can be paired with an A, such that O—AZ + OA; lies on £, and such that G\ {4;, 4;}
still has the axis of symmetry .

Remark 1.2 The problem is here that A;, contrary to EXAMPLE 1.3 is not uniquely determined. ¢

Continue in this way by selecting pairs, until there are no more points left. Then the midpoints of all
pairs will lie on £. Since £ is a straight line, the midpoint of all points in G will also lie on ¢.

8
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Linear Algebra Examples c-2 1. Geometrical vectors

Example 1.5 Given a regular hexagon of the vertices Ay, As, ..., Ag. Denote the center of the
e
hezagon by O. Find the vector OM from O to the midpoint (the geometrical barycenter) M of

1. the point set {Ay, As, A3, Ay, A5},
2. the point set { Ay, A, A3}.

Remark 1.3 Again a figure would have been very useful and again neither I4TpXnor MAPLE will
produce it properly. The drawing is therefore left to the reader. ¢

1. It follows from

OA; + OAy + OA; + OA; + OA; + OAq = 0,

by adding something and then subtracting it again that

— 1
oM = 5{0A1+OA2+OA3+OA4+OA5}
1
= {(OA1 + OAy+OAs + OA, + OA, + OAG) . OAG}
1— 1

2. Since OA; +OAs = OA; (follows from the missing figure, which the reader of course has drawn
already), we get

—

OM—E{OA +OAy+OA }—307
—3 1 2 3 —3 2.

Example 1.6 Prove by vector calculus that the medians of a triangle pass through the same point and
that they cut each other in the proportion 1 : 2.

Remark 1.4 In this case there would be a theoretical possibility of sketching a figure in INTEX. It
will, however, be very small, and the benefit of if will be too small for all the troubles in creating the
figure. IATEXis not suited for figures. ¢

Let O denote the reference point. Let M4 denote the midpoint of BC' and analogously of the others.
Then the median from A is given by the line segment AM 4, and analogously.
It follows from the definition of M4 that

— 1] — —
OMy = 5(0B +0C),
— 1 — —
OMp = 5(0A+0C),

9
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Linear Algebra Examples c-2 1. Geometrical vectors

— 1] — —
OMg = (04 +OB).
Then we conclude that
1] — — — l— — ]l — — 1l——
5(0A+0B +0C) = S04+ OMj, = OB + OMp = 50Mo.

—_— —

Choose O = M, such that MA +MB+ MC = 6, i.e. M is the geometrical barycenter. Then we get
by multiplying by 2 that

o 1 = — —_— — —_—
0=MA+2MMy =MB+2MMp = MC +2MMc¢,

which proves that M lies on all three lines AM 4, BMp and C'M¢, and that M cuts each of these line
segments in the proportion 2 : 1.

Example 1.7 We define the median from a vertex A of a tetrahedron ABCD as the line segment
from A to the point of intersection of the medians of the triangle BC'D. Prove by vector calculus that
the four medians of a tetrahedron all pass through the same point and cut each other in the proportion
1:3.

Furthermore, prove that the point mentioned above is the common midpoint of the line segments which
connect the midpoints of opposite edges of the tetrahedron.

Remark 1.5 It is again left to the reader to sketch a figure of a tetrahedron. ¢

It follows from EXAMPLE 1.6 that M4 is the geometrical barycentrum of ABCD, i.e.
—_— l1l/— — —
OMy = (OB+OC+OD),

and analogously. Thus

1/ @ — @ — @ — l]l— — ]l — — ]l — —
§<OA+OB+OC'+OD> = gOA—l—OMA:gOB—FOMB:gOC—FOMC
l]l— @ —

By choosing O = M as the geometrical barycenter of A, B, C' and D, i.e.
— P— — — =
MA+MB+ MC+ MD =0,

we get
l— — l— — |l — l— —

so we conclude as in EXAMPLE 1.6 that the four medians all pass through M, and that M divides
each median in the proportion 3 : 1.

10
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Linear Algebra Examples c-2 1. Geometrical vectors

Finally, by using M as reference point we get

—

li— s — —
i = Z{MA+MB+MC+MD}

—_— 1— 1 (— 1—
—MA+§MB} —|—§ {MC—i— §MD}

1(1
212
1(l— 1— 1(l—m 1—
= §{§MA+§MC}+§{§MB+§MD}
1(1l— 1— 1(l—m 1—
= §{§MA+§MD}+§{§MB+§MC}.
Here e.g
1

Yyt M e arp =
212 2 212 2 o

represents M as well as the midpoint of the midpoints of the two opposite edges AB and CD.
Analogously for in the other two cases.

SIMPLY CLEVER SKODA
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Linear Algebra Examples c-2 1. Geometrical vectors

Example 1.8 In the tetrahedron OABC we denote the sides of triangle ABC by a, b and ¢, while
the edges OA, OB and OC' are denoted by o, B and . Using vector calculus one shall find the length
of the median of the tetrahedron from 0 expressed by the lengths of the six edges.

Remark 1.6 It is again left to the reader to sketch a figure of the tetrahedron. ¢

It follows from EXAMPLE 1.7 that
— e —>>

0M:i(0_0’+(7)4+(7§+(7*):i(0 +OB+0C

hence

—

AA2 L I0BI2 L1012 )
|OA|* + |OB|* 4+ |0C|” +20A

sl

OM]?

— — —_ —
+204-0C +20B-0 }
{a2+52+72+2&i~@+2@1-Té+203-(7’}

1

Sl= 3=

Then note that

04-08 - OA-(0A+4B) - 04F + 04 B
—_—  —

— 24+ AB-OA= (OB+BA)~OB

— |OB?+O0B-BA=#+AB-B

thus
204-0B = {a2+AB 071}+{ﬁ2+ﬁ B.>}
= o’ +p°+AB {B—O>+O—z)4}:a2+ﬁ2—AB AB
— 2+
Analogously,

20—1>4'O—C>'=a2+72—b2 og QO—B>~O—C>':ﬁ2+72—a2.

It follows by insertion that

|O—A’4|2 %6{a2—|—52—|—72+a2+52—62+a2+72—b2+52+72—a2}
1
= B+ 497 — (407 + )},

SO

1
|OM| = 7V3(02 4 57 +77) — (a2 +17 + ).

12
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Linear Algebra Examples c-2 1. Geometrical vectors

Example 1.9 Prove for any tetrahedron that the sum of the squares of the edges is equal to four times
the sum of the squares of the lengths of the line segments which connect the midpoints of opposite edges.

Remark 1.7 It is left to the reader to sketch a tetrahedron for the argument below. ¢

Choose two opposite edges, e.g. OA and BC, where 0 is the top point, while ABC' is the triangle
at the bottom. If we use 0 as the reference point, then the initial point of OA is represented by the

1—
vector §OA7 and the end point is represented by

—

— — —
OB+ -BC =-0B + C.

N[ —
DN | =
N —

Hence, the vector, representing the connecting line segment between the midpoints of two opposite
edges, is given by

1l (—— @ — — 1l (— —
5 {0B+0C - 04} = ;{45 +0C}.
Analogously we obtain the vectors of the other two pairs of opposite edges,
1l — — l1l(— —
= {BC+ OA} g 3 {CA+ OB} .
Then four times the sum of the squares of these lengths is
—_— — —_—  — —_— = —_— = P —_— =
{4B+0C} - {AB+0C} + {BC + 04} - {BC + 04} + {CA+ OB} - {CA+ OB}
-2 ——9 —_— — == —— 9 —_— — — 2 —— 9 —_— —
= |AB|* 4+ |0C|* 4+ 2AB - OC + |BC|* + |OA|* + 2BC - OA + |CA|* + |OB|* + 2CA - OB.
The claim will be proved if we can prove that

—_— = = = = —
AB-OC+BC-OA+CA-OB =0.

Now,
—_— — —s — — —
AB-OC + BC-0A+CA-0B
= (OB - 0A-0C + (0C — OB)-OA + (OA—0C)- OB
—_— — —_— — —_— — — — — — —_— —
—OB-0C —0A-0C+0C-0OA—-OB-0A+0A-OB—0C-0B
:0,

so we have proved that the sum of the squares of the edges is equal to four times the sum of the
squares of the lengths of the line segments which combine the midpoints of opposite edges.

13
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Linear Algebra Examples c-2 1. Geometrical vectors

Example 1.10 Prove by vector calculus that the midpoints of the six edges of a cube, which do not
intersect a given diagonal, must lie in the same plane.

Remark 1.8 It is left to the reader to sketch a cube where ABCD is the upper square and EFGH
the lower square, such that A lies above E, B above F', C' above G and D above H.

Using the fixation of the corners in the remark above we choose the diagonal AG. Then the six edges
in question are BC, CD, DH, HE, EF and FB.

Denote the midpoint of the cube by 0- Then it follows that the midpoint of BC' is symmetric to the
midpoint of HE with respect to 0. We have analogous results concerning the midpoints of the pairs
(CD,EF) and (DH, BF).

The claim will follow if we can prove that the midpoints of BC, C'D and DH all lie in the same plane
as 0, because it follows by the symmetry that the latter three midpoints lie in the same plane.

Using 0 as reference point we get the representatives of the midpoints

1 —

1 1 1
= B+00), 5(0’0@513), 5(5ﬁ+5ﬁ):§(55_073’).

Now, these three vectors are linearly dependent, because

—

%@’wo—ﬁ) _ ;o—éw—é) . %(0_15 _0B),

hence the three points all lie in the same plane as 0, and the claim is proved.

Example 1.11 Find by using vector calculus the distance between a corner of a unit cube and a
diagonal, which does not pass through this corner.

Remark 1.9 It is left to the reader to sketch a unit cube of the corners (0,0,0), (1,0,0), (0,1,0),
(0,0,1), (1,1,0), (1,0,1), (0,1,1) and (1,1,1). ¢

Since we consider a unit cube, the distance is the same, no matter which corner we choose not lying
on the chosen diagonal.

We choose in the given coordinate system the point (0,0,0) and the diagonal from (1,0,0) to (0,1, 1).
The diagonal is represented by the vectorial parametric description

(1,0,0) —s(—1,1,1) = (1 — s, s, 5), s €10,1].

The task is to find s € [0, 1], such that

|(1—s,55) =1 —s)2+5+s2=1/3s2—25+1,

becomes as small as possible, because |(1 — s, s, s)| is the distance from (0,0, 0) to the general point
on the diagonal.

14
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Linear Algebra Examples c-2 1. Geometrical vectors

If we put ¢(s) = 3s% — 2s + 1, then

1
'(s)=6s—2=0 fors:g,

which necessarily must be a minimum. The point on the diagonal which is closest to (0,0,0) is then

211
<§, 3 g), and the distance is

(ONONORES

Example 1.12 Formulate the geometrical theorems which can be derived from the vector identities

1. (@+b)2+(@—0b)%=2a2+0?).

2. (@+b4+32+(@+b—32+(@—b+O2+ (—d+b+ )% =4(a+ b +22).

1. It follows from a figure that in a parallelogram the sum of the squares of the edges is equal to
the sum of the squares of the diagonals, where we use that

2% +0%) =@ + b* + @ + b

Ijoined MITAS because e e

I wanted real responsibility www.discovermitas.com

I'was a construction
SUPErvisor in

the North Sea
advising and
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Linear Algebra Examples c-2 1. Geometrical vectors

Remark 1.10 I have tried without success to let IXTEX sketch a nice figure, so it is again left
to the reader to sketch the parallelogram. Analogously in the second question. .

2. This follows in a similar way. In a parallelepiped the sum of the squares of the edges, i.e.
4(a? + b + &%), is equal to the sum of the squares of the diagonals.

Example 1.13 Given three points P, QQ and R, which define a plane w. Let P, QQ and R be represented
by the vectors p, ¢ and 7. Prove that the vector

PXTHTXT+TFXP

is perpendicular to m.
Find an expression of the distance of the origo to T.

Remark 1.11 Again it is left to the reader to sketch the figure. ¢

Since ¢ — p'and 7 — ¢ are parallel to the plane 7, the vectorial product

— — — — —

(D) x (F=@) =X T=PXT =X+ PXT=PXJ+FXT+7xp
must be perpendicular to .
Then

PATX G+ x F+7x py=p- (7% ),
is the distance (with sign)

(
-
q

qxr)
X 747 x Pl

+ =

Pxq

Example 1.14 Let d = (5 é)g+l;x (l;x €), where @, b and € are vectors from the same point, and €
is a unit vector. Prove that b is halving Z(€,a).

The vector b x (5 x €) is perpendicular to l_;, hence
i=b-b+bx (bxeé)
is an orthogonal splitting.

Furthermore, b x (5 x €) is perpendicular to b x €, and this vector lies in the half space which is given
by the plane defined by b and b x €, given that this half space does not contain €. Then the claim will
follow, if we can prove that ¢ = cos, where ¢ denotes the angle between @ and 37 and 1) denotes the
angle between b and €

16
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Now,

-,

G-b=d-[blcos(£(@b)) og b-&=Ielcos(£ (b)),
thus it suffices to prove that @- b = |@|(b - €). We have

a-b

(b-2)b-b=[pl*(b- )

and
@ = G-+ - Fx Asin(£EEx )} = G2 B + 15 - <P
= (B2 {JBI2 cos? (£ (B, ) + [ sin? (£(5,)) } = B,
so |d@ = |b[2, and we see that
a-b=bP®-e) =ab-e)
as required and the claim is proved.
ALTERNATIVELY if follows from the rule of the double vectorial product that
bx (bxe)=(b-&)b— |b]%e,
thus @ = 2(b- @)b — |b]2€. Then
ja@l* = 4(5- &% [bl* + [b]" — 4(5- €*)[bl* = 18],
i.e. |@| = |b]?, and we find again that

a-5=[BPE-e) = |G- ).

Example 1.15 Prove the formula

Ax(bx&)+bx (@xad)+ex(@xb)=0.

We get by insertion into the formula of the double vectorial product

-

ax(bxd) = (@ db—(a- by
followed by pairing the vectors that
ax(bxd)+bx(Exa)+
=(@-Ab— (@ -b)é+ (b

17
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Example 1.16 Given three vectors d, 5, ¢, where we assume that

-

ax(bxd)=(@xb)xé

What can be said about their positions?

Using that
ax(bxd) = (@ db—(a b
and
(@xb)x &= —cx (@xb)=—(G b)d+ (& a)b,

it follows by identification that
(@-b)é=(c-b)a.

This holds if either ¢ = +a, or if b is perpendicular to both @ and ¢.

Example 1.17 Ezplain the geometrical contents of the equations

— -, —

1) (@xb)-(@xd)=0, 2) (@xb)x(dxd)=0.

1. This condition means that @ x b an & x d are perpendicular to each other. Since also a@ and b
are perpendicular to @ x b, we conclude that @, b and ¢ x d must be linearly dependent of each
other.

Analogously, ¢, d and @ x b are linearly dependent.

2. This condition means that @ x b and &x d are proportional, thus a, l_;, ¢and d all lie in the same
plane.

Example 1.18 Prove that

-

(@—b)x (@+b)=2axb

and interpret this formula as a theorem on areas of parallelograms.

By a direct computation,

(@—b)x (@+b)=axd+axb—bxa—bxb=2axb.
Then interpret |(@—b) x (@+b)| as the area of the parallelogram, which is defined by the vectors @ — b
and a+b. This area is twice the area of the parallelogram, which is defined by @ and b, where 2ad and
2b are the diagonals of the previous mentioned parallelogram.

18
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Example 1.19 Compute the vectorial product
Ex (€x (€x (€xa))),

where € is a unit vector.

We shall only repeat the formula of the double vectorial product

x (bx @) = (a-a)b— (a-b)
a couple of times. Starting from the inside we get successively
e x {(e-@)e (¢ e)a))
xd)=—(¢-a)e+ (e-e)a
e,

(
é'C_I:) )

o

ex (€x (e€x(€xa)) = €éx

= —&x (e

(
—(

which is that component of @, which is perpendicular of €, hence

ST

—

a=¢ex (ex(e€x(e€xa))+ (€ ae.

~
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Linear Algebra Examples c-2 1. Geometrical vectors

Example 1.20 Consider an ordinary rectangular coordinate system in the space of positive orienta-
tion, in which there are given the vectors d(1,—1,2) and b(—=1,k, k). Find all values of k, for which
the equation

FxXd=»b

has solutions and find in each case the solutions.

A necessary condition of solutions is that @ and b are perpendicular to each other, i.e.
0=d-b=-1-k+2k=k-1, thusk=1
The only possibility is therefore 5(—1, 1,1).

Then notice that

. €1 € €3
axb=|1 -1 2 |=(=3,-3,0)=-3(1,1,0),
-1 1 1
and
€1 € €3
(1,1,0,)xa=| 1 1 0 |=(2,-2,-2)=-2b,
1 -1 2
hence
1 1 -
(—57—5,()) Xada=1b
S . 1 . . .
Thus, one solution is given by 7y = —5(17 1,0). Since all solutions of the homogeneous equation

7x @ =0 is given by k@, k € R, the total solution of the inhomogeneous equation is

1
P=-5(1,1,0)+k(1,-1,2), keR

20
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Linear Algebra Examples c-2

Example 1.21 Consider an ordinary rectangular coordinate system in the space of positive orienta-
tion, in which there are given the vectors a(1,—1,2), b(—1,k, k), ¢(3,1,2). Find all values of k, for

which the equation
Fxd+kb=¢

has solutions and find these solutions.

Since

Fxa=¢é-kb
is perpendicular to @, we must have
1 2) (3a 1a 2) - k(la _la 2) : (_17 ka k)

0 = @-é—ka-b=(1,-1,
6—k{-1+k}=—-k>+k+6=—(k+2)(k—3),

so the only possibilities are k = —2 and k = 3.

If Kk = —2, then
F—kb=(3,1,2) +2(—1,-2,-2) = (1, -3, -2).

It follows from
€1 € &
ax(1,-3,-2)=| 1 -1 2 |=(84,-2)=2(4,2,-1)
1 -3 -2
and

€1 € €3

(4,2, -1)xa=| 4 2 —-1|=(3,-9,-6)=23(1,-3,-2),

1 -1 2

1
that a particular solution is 7p = = (4,2, —1).

The complete solution is then obtained by adding a multiple of @, thus
ke R.

)+ (k—1)(1,-1,2) = (1,1,—-1) + k(1,—1,2),

If £ = 3, then
T—kb=(3,1,2) —3(—1,3,3) = (6, -8, 7).

It follows from

o = N
|
—
)

@x (6,—-8,—7) =
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and
€1 € é3
(23,19, -2) xa=|23 19 -2 |=(36,—48,—42) =6(6,—-8,-7),
1 -1 2
that

1 -
(23,19,-2) x a = (6,-8,~7) = ¢~ kb,

1
(23,19, -2).
i )

Since @ x @ = 0, the complete set of solutions is given by

so a particular solution is given by 7=

1
F=2(23,19,-2) +k(1,-1,2), ki €R.

1
A nicer expression if obtained if we choose k1 = k + 5’ in which case

F=(4,3,00+k(1,-1,2), keR
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2

Vector spaces

Example 2.1 Given the following subsets of the vector space R™:

1.

e e

The set of all vectors in R™, the first coordinate of which is an integer.
The set of all vectors in R™, the first coordinate of which is zero.
The set of all vectors in R™, (n > 2), where at least one for the first two coordinates is zero.

The set of all vectors in R™ (n > 2), for which the first two coordinates satisfy the equation
x1 + 229 = 0.

The set of all vectors in R™ (n > 2), for which the first two coordinates satisfy the equation
xr1 + 2172 =1.

Which of these subsets above are also subspaces of R™?

. This set is not a subspace. For example, (1,...) belongs to the set, while 1(1,...) = (

)

N[=

2
does not.

This set is a subspace. In face, every linear combination of elements from the set must have 0
as its first coordinate.

This set is not a subspace. Both (1,0,...) and (0,1,...) belong to the set, but their sum
(1,1,...) does not.

. This set is a subspace. The equation z1+2x2 = 0 describes geometrically an hyperplane through

0. Any linear combination of elements satisfying this condition will also fulfil this condition.

This set is not a subspace. In fact, (0,...,0) does not belong to the set- The equation x1+2xo =1
describes geometrically an hyperplane which is parallel to the subspace of 4).

Example 2.2 Prove that the following vectors in R* are linearly independent:

1.
2.

1.

a; = (O’ _17 _17 _1)3 az = (1707 _la _1)7 az = (1a 1a0a _1)7 Ay = (1a 1a 1,0)
a; =(1,1,0,0), ay=1(2,1,1,0), asz=(3,1,1,1).

We setup the matrix with a; as the ¢-th row and reduce,

a 0 -1 -1 -1\ - 10 -1 —1

a, 1 0 -1 -1 Ry := Ry 01 1 o0
= RQIZRg—RQ

as L o DS 00 1 1
3 = 4 — 3

a4 1 1 1 0 R — R, 01 1 1

~ 100 0\ 100 0

Ri=Ri+Rs | 01 0 —1 o 010 0

Ry=Ry—Ry | 0 0 1 1| fWimitiod o g g g

Ry:=R,— Ry 000 1 S B 00 0 1

It follows that the rank is 4. This means that a;, as, ag and a4 are linearly independent.
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2. Analogously,

a; 1 1.0 0 ~ 1 1.0 0
aa | =121 10 Ry := Ry — Ry 101 0],
as 3 1 1 1 Rg = Rg — R2 1 0 0 1

which clearly is of rank 3, so a;, as and ag are linearly independent.

Example 2.3 Check if the matrices

2 -1 3 2 -5 -8
4 6 )’ 8 3 )’ -16 4
are linearly dependent or linearly independent in the vector space R2*2,

Every matrix may be considered as a vector in R*, where the vector is organized such that we first
take the first row and then the second row. Hence,

2 -1 4 6 ~ 2 -1 4 6
3 2 8 3 Ry =2Ry — 3Ry 0 7T 4 —12
-5 -8 —16 4 R3:=5R1 + 2R, 0 —42 72 32
2 -1 4 6
0 7T 4 —12
0 0 98 —40

~

R3 = R3 + 6R2

Since the rank is 3 for the three vector, the vectors are — and hence also the corresponding matrices
— linearly independent.

Example 2.4 Find a, such that the vectors (1,2,3), (—1,0,2) and (1,6,a) in R? are linearly depen-
dent.

We get by reduction,

aj 1 2 3 ~ 1 2 3
as = -1 0 2 Ry .= Ry + Ry 0 2 5
as 1 6 a R32:R3*R1 0 4 a-—3
1 2 3
0 2 5
Rai=HRs =28\ o g 413

The rank is 3, unless a = 13, so the vectors are only linearly dependent for a = 13.
We see that if ¢ = 13, then

(1a 6a 13) = 3(1’ 2a 3) + 2(_1a Oa 2)7

so we have checked our result.
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Example 2.5 Check if the three polynomials Py (x), Pa(x), Ps3(x), below considered as vectors in the
vector space Po(R), are linearly dependent or linearly independent:

P(z)=1-u, Py(z) = z(1 — z), P3y(z) =1—2%

It follows immediately by inspection that
Py(z)=1—-2*=(1—-2)+ (z —2%) = Pi(z) + 2(1 — z) = Pi(z) + Py(x),

showing that the polynomials are linearly dependent.

Example 2.6 Given in the vector space Py(R) the vectors
Pi(z) =142 322 Py(x)=1+22—32% Ps(x)=—2+2°
Prove that (Py(x), Py(x), Ps(x)) is a basis of Po(R), and write the vector
P(z) =2+ 3z — 322

as a linear combination of Py(x), Py(x) and Ps(x).

We first note that P(z) — Py(x) = x, thus
2?2 =z 4 (—x +2°%) = (Py(z) — Pi(z)) + Ps(x).
Then

1 = P(z)—x+322
= Pi(z) — Pa(z) + Pi(x) + 3P3(x) + 3P () — 3P ()
= 3P3($)+2P2($)*P1(1’),

so we have at least

1 = 3P3((E) + 2P2(1') — Pl(.’E),
r = Py(z) — Pi(z),
2 = DB + Pr) — Pi(a),

from which
P(z) =2+ 3z — 32% = 3P3(x) + 4P5(x) — 2Py ().

We shall now return to the uniqueness. This may be proved alone by the above. However, we shall
here choose a more secure method. The uniqueness clearly follows, if we can prove that

aPy(x) + P (z) +yPs(x) =0

implies « = 3 =y = 0.

Putting x = 0 into the equation above we get v + 5 = 0.

Putting z = 1 into the equation, we get —a = 0, thus o = 0, and hence also 8 = 0. Then it follows
that v = 0, and Py (), Pa(x), Ps(z) form a basis of P2(R).
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Example 2.7 Consider the vector space C°(R) of real, continuous functions defined on R with
the given vectors (functions) f(t) = sin’t, g(t) = cos2t, and h(t) = 2. Find the dimension of
span{f, g, h}.

It follows from

1 1 1
f(t) =sin’t = 5{1 —cos2t} = 1 h(t) — §g(t),
that f, g and h are linearly dependent, i.e. of at most rank 2. Since g and h clearly are linearly
independent, the rank is 2, hence

dim span{f,g,h} = 2.

STUDY AT
LINKOPING UNIVERSITY, SWEDEN
RANKED AMONG TOP 50 UNIVERSITIES UNDER 50

Interested in Strategy and Management in International
Organisations? Kick-start your career with a master’s degree
from Linképing University, Sweden.

;&;ﬁ Linkdping University

26

Click on the ad to read more
Download free eBooks at bookboon.com



http://s.bookboon.com/liu

Linear Algebra Examples c-2 2. Vector Spaces

Example 2.8 Find a basis of the space of solutions of the system of equations

xro + 3x3 — T4 + zs = 0,
r3 — Ty — 531‘5 = 0,
Ty + x>y — x3 + 2x4 + 625 = 0.

First we reduce the matrix of coefficients,

01 3 -1 1\ ~ 1 0 -4 3 5
00 1 -1 =5 glj_gi”_f}% 01 0 2 16
_ 2 = 1 — 2 _ _
11 -1 2 6 R — Ry 00 1 -1 -5
100 -1 —15
010 2 16 |,
Ri=Ri+4Rs \ o o | | =

corresponding to the reduced equations

T = ry + 15z5,
T2 = —21[74 — 16375,
r3 = T4 + 5xs.

Choosing x4 = s and x5 = t as parameters we find the set of solutions
(s + 15t, —2s — 16t, s + 5t, s,t) = s(1,—2,1,1,0) + ¢(15,—16, 5,0, 1), s, t€R.
Hence, a basis of the space of solutions may therefore be consisting of the vectors

(1,—2,1,1,0) and (15,—16,5,0,1).

Example 2.9 Given in the vector space P2(R) a basis {Py(x), Py(z), P3(x)}.
The polynomials 3 + 2x + 722, 2+ x + 422 and 5 + 222 have with respect to this basis the coordinates

(1a_250)7 (17_1a0)5 (07171)
Find the polynomials Py(x), Pa(x) and Ps(x) of the basis.

The conditions mean that

Py(x) 2P, (z) = 3 + 2z + Ta%
Pi(z) — Pax) = 2 + 1z + 422
Pg(al‘) + P3(37) = 5 + 222,

This is a very simple system, and it follows immediately that

Pi(z) = 2{Pi(z) - Pa(2)} — {P1(z) — 2P(2)}
2{2+m+4x2}—{3+2x+7x2} =1+a2

Py(z) = {Pi(z) — P(2)} — {Pi(z) — 2P2(2)}
{2+x+4x2}7{3+2x+7x2} =—1—2— 327
Py(z) —Py(2) +5+22% =1+ x+ 322 + 5+ 222

= 6+ x+ 522
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Summing up we have

Pi(z) =1+ 22, Py(z) = -1 — z — 322, Ps(z) = 6 + 2 + 522

Example 2.10 Prove that the two vectors
a; =(1,0,1,0,1,0) and a; =(0,1,1,1,1,-1)
span the same subspace of R® as the two vectors
by = (4,-5,—1,-5,—1,5)  and by =(-3,2,—1,2,—1,-2).

Obviously, the pairs {a;,as} and {by, by} are separately linearly independent. The claim follows if
we can prove that the system {a;,as, by, ba} is of rank 2. It follows by reduction that

a 1 0 1 0 1 0
a | o 1 1 1 1 -1
b, | T 4 =5 -1 -5 -1 5
by -3 2 -1 2 -1 -2

1 0 1 0 1 0
0 1 1 1 1 -1
0 -5 =5 =5 -5 5 |7
0 2 2 2 2 -2

R3 = R3 — 4R1
Ry := R4+ 3Ry

which clearly is of rank 2, and the claim is proved.

ALTERNATIVELY we see that

by = (4,-5,—1,-5,—-1,5) = (4,0,4,0,4,0) + (0,—5,—5,—5,—5,5) = 4a; — bay,

and

by =(-3,2,-1,2,-1,-2) = (-3,0,-3,0,-3,0) + (0,2,2,2,2,-2) = —3a; + 2ag,
thus

b, = 4a; — Haa, alz—zbl—%bg,

by = —3a; + 2a,, 322—7]31—%]32,

and the claim follows.
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Example 2.11 Prove that the vectors
bl = (1, 1717 )7 b2 = (1707172)7 b3 = (2717072)7 b4: (271717 )7
form a basis of R*, and find the coordinates of the vectors (2,1,1,2) and (1,0,0, 1) with respect to this

) ) )
basis.

We get by reducing the (4 x 4) matrix, which has the b; as its rows:

~

b 1 1 1 1 L 1 0 1 2
b, 101 2 | Bimte 01 0 —1
= RQ = Rl — R2
bs 2 1 0 2 0o 0 -2 -1
b 2 1 1 1) BB Ri—R | g
4 R4 = R4 — Rg
~ 1 0 0 1
Rl = Rl — R4 01 0 —
R3 = R4 0 0 1 1
R4 = R3 + 2R4 0 0 O 1
This is of rank 4, hence the four vectors by, ..., by form a basis of Ry4.

Then we shall find (z1, 22, 3, 24), such that
(2,1,1,2) = ml(l, 1,1, 1) + 22(1,0,1,2) + x3(2, 1,0, 2) + x4(2, 1,1, ),

thus written as a system of equations,

1 1 2 2 1 2
1 0 1 1 To _ 1
1 1 0 1 T3 - 1
1 2 2 1 Ty 2
We reduce the total matrix
11 2 2] 2 ~ 1 1 2 2 2
1 01 11 Ry .= R1 — Ry 01 1 1 1
1 1 0 11 R3 := R1 — R3 00 2 1 1
1 2 2 1] 2 Ry =Rs— Ry 01 0 —-17]0
~ 1 0 1 1|1 N
Ri:=R; — Ry 01 0 — 0 R = R, — R,
Ry := Ry 0 0 2 1|1 R e 9Rs — R
Riy:=Ry—Ry, \ 0O 0 1 2]1 3 3o
1 0 0 =110
01 0 —-11]0
0 0 3 0|1
0 0 1 211

It follows immediately that z1 = x4 = x2, and z3 = % Now z3 +2x4 =1, s0 x4 = %, thus

1
=~(1,1,1,1
X 3( ) Y ) )7
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which is easy to check.
Finally,

(1,0,0,1) =(2,1,1,2) — (1,1,1,1),
SO

1 1
=—(1,1,1,1) — by = =(—2,1,1,1).
X 3(?’7) 1 3( aaa)

Example 2.12 Assume that @, l_)', c, de Vg3 have the coordinates
(37132)3 (23 7471)7 (717271)3 (7337171)
with respect to an ordinary rectangular coordinate system in the space.

1. Prove that (Ei, g, 8) form a basis for Vg3.

2. Find the coordinates of the vector d with respect to the basis (Ei, l_;, é’).

1. Reducing
a 3 1 2\ ~ 1 -2 -1
- B Ry :=—-R3
¢ Rs := Ry + 3R;

it follows that this system is of rank 3, so {0?, 5, 5} form a basis of Vg?’.

2. Then we shall find x, such that

3 2 -1 X -3
1 —4 2 To = —1
2 1 1 T3 1

We get by a reduction of the total matrix,

3 2 -1 -3 1 -4 2] =1
1 —4 92| -1 | B=h 0 14 —7] 0
2 1 1 1) Be=Hi=8Ry g g g
R3 Z=R3—2R2
~ 1 -4 2| -1 ~
Ry := Ry /14 o 1 -1 0 | Rs3:=Rs— Ry
R3 = R3/9 0 1 —z % Ry :=R; +4Rs
10 0] =1 ~ 10 0] —
01 -1 0 Ry := Ry + 3R3 01 0 1
0 0 % + ) Rs:=6R3 00 1| 2
It follows that x = (—1,1,2).
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Example 2.13 Given the subsets M, N of a vector space V', we define M + N as the subset
M+ N={ut+v|ueM,ve N}

Prove that if M and N are subspaces of V', then M + N is a subspace of V', and M + N is the span
of MUN, i.e. M+ N consists of all linear combinationes of vectors from the union M UN af M and
N.

We first prove that M + N is a vector space.
Assume that w1, us € M and vy, vo € N and A € L. Then uy 4+ vy, us +vo € M + N. We shall prove
that this is also the case of (u1 + v1) + M(ug + v2). Now,

(u1 —+ ’Ul) + )\(Ug + ’02) = (u1 + )\Ug) + (’Ul —+ )\’UQ).

Since M and N are subspaces, we have uy + Aus € M and v; + Aves € N, and the sum belongs to
M + N.

Putting A = 1 we get condition Ul, and putting us = 0 and ve = 0 we obtain U2, and we have proved
that M + N is a subspace.

Clearly, every element of M + N can be written as a linear combination of vectors from M U N.
Conversely, if wy, ..., w, € M UN, and A1, ..., A\, € L, then each w; either belongs to M or to
N. Therefore, we can write the linear combination A\jw; + - -+ + A,w,, into a linear combination of
vectors from M (a subspace, so this contribution lies in M) and an linear combination of vectors from
N (which lies in N, because N is a subspace). Then

Mwi+--+ A, €M+ N,

and the claim is proved.
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Example 2.14 Let Vi and V5 be two subspaces of a vector space V.
1. Prove that V1 N'Va is a subspace in V', while V1 U Vy in general is not a vector space.
2. Let Vi + V5 denote the vector space spanned by Vi U V,. Prove that
dim Vi + dim V, = dim(V;, N Va) + dim (V3 + V42).

(Grassmann’s formula of dimensions).

1. Let u, v € ViNVy and A € L. Then V; is a subspace, so if u, v € Vi NV5 C Vi, then u+ v € V.
Analogously, u+ Av € Vs, hence u+ Av € VN Vs, and we have proved that V3 NV; is a subspace.

Choosing V =R? and V; = R x {0}, V5 = {0} x R, thus V is represented by the plane, and V;
by the x axis and V5 by the y axis it is obvious that V; U V5 is the union of the two axes, which
is not a subspace.

2. First choose a basis ay, ..., a; of V3 N V5. Then supply this to either a basis of
. !/ !
Vi DI : VIS VTS PR : VAT
or to
. " "
Vo E: DI : VAN VAT P - VA
The point is that no proper linear combination of aj FETIRO aj, 4p can lie in Vo, because this

would imply that

M@+ Apag,, € ViNTs

for some set of constants (A1,...,Ap) # 0. This is in contradiction with the fact that already
ai, ..., a; form a basis of V1 N V5.
Analogously, no proper linear combination of aj/, , ..., aj +q Can lie in V3.

It follows [cf. e.g. EXAMPLE 2.13] that we can choose
YT THE: VISP VRS VAP PO VN
as a basis of V; + V5, hence
dim(Vi + Vo) =k +p+q.
It follows from
dim(VonNVe) =k, dimVi=k+p, dimVo=k+gq,

that

dimV; +dimVy, = (k+p)+(k+¢ =k+ (k+p+9q)
= dim(VlﬂVQ)erim(VlJrVQ),

and the formula is proved.
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Example 2.15 Given in the vector space Py(R) the vectors
Py(z) =1+ 22 and  Py(z) = —1+z+2°
and the vectors
Qi(z) = =14 3z + 522 and  Qa(x) = —1 + 4z + T2*.
Furthermore, let U = span{Py(x), Pa(z)}.
1. Prove that Q1(x) and Q2(x) both belong to U.
2. Prove that (Py(z), Px(z)) and (Q1(x),Q2(x)) both form a basis of U.

3. Let P denote the basis (Py(x), P2(x)), and let Q denote the basis (Q1(x), Q2(x)).

Find the matriz of the change of basis Mp g, which in U goes from the Q coordinates to the P
coordinates.

1. We shall prove that Qq(z) and Q2(x) can be expressed as linear combinations of Pj(z) and
Py(z). Tt follows from

Q1(r) = =1+ 3z + 52% = aPi(2) + BP2(2) = (a — B) + Bz + (o + B)x?

that =3 and o + 8 = 5, and thus @ = 2. Finally, a check shows that « — 3 =2 -3 =1, so
Q1(x) = 2P (x) + 3P (x).

Analogously,
Q2(x) = =1 + 4z + T2® = yPi(2) + 0 P2 (x) = (v — 6) + 6z + (v + &)

Analogously, we see that the only possibility is 6 = 4 and v = 3, and as another check we have
v—0=3—4= -1 (OK), hence

QQ(LU) = 3P1 (m) + 4P2($(:)
Thus, we have proved that Qq(x), Q2(x) € U.

2. We get according to 1),

S et o (&)= ()

It follows from

2 3\ ' [ -4 3
3 4 N 3 -2
[the simple computations are left to the reader] that

(B)=(75 3)(&) o= Bzt iom

thus every P;(z) is uniquely expressed by a linear combination of the ;. Thus we conclude that
both (Pi(x), Pa(x)) and (Q1(x), Q2(x)) form a basis of U.
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3. In the two bases,

(@) @) (222 ) = (o) Pt (2.

Q2 T p2

where xq are the Q -coordinates and xp are the P coordinates. By taking the transpose if
follows from 2) that

(@) Q) = (o) o) (5§ ) = (Paa) Pate)) Mg,

2 3
MPQ:(3 4)’

because we have in this case

@ (g )= (5 3)(08)-m ()

Example 2.16 Given in R?* the vectors
a;=(1,-1,2,1), ay=1(0,1,1,3), as=(1,-2,2,-1),
as=(0,1,-1,3), as=(1,-2,2,-3).

Prove that (ay,a,a3,a4) form a basis of R*, and find the coordinates of as in this basis.

It follows that (a;,as,as,a,) form a basis of R*, if and only if
as = x1a] + Toas + xr3a3 + r4a4

has a unique solution x. Writing all a; as column vectors it follows that

Ty
1)
a5 = (a; ap ag ay) o |
T4
thus

1 0 1 0 T 1
-1 1 -2 1 o | | -2
21 2 - s | 2
1 3 -1 3 Ty -3
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We have earlier met this task, so we reduce

1 0 1 0 1 ~ 1 0 1 0 1
-1 1 -2 1| =2 | Ry:=Ri+ R, 01 -1 1| -1
2 1 2 -1 2 Rs:= R3s — 2R, 0 1 0 —1 0
1 3 -1 31 -3 Ry:=R4— Ry 0 3 -2 3| -4
~ 1 0 1=1 1 ~
R2 Z:Rg 0 1 0 -1 0 R1 2=R1—R4
Rg I:Rg—RQ 0 0 1 -2 1 R3 Z=R4
R4 = R4 — SRQ 0 0 1 0 -1 R4 = R4 — R3
1 0 0 0 1 N 1 0 0 O 2
e R
Ry := Ry/2 B
000 2|-1 e 000 1]-1

Tt follows that the solution x = (2, —1,—1,—1) is unique, so
(1) as :231 —ag —ag — a4,

and (ai, ag,as,ay) form a basis of R*.

Remark 2.1 It is easy to check (1). This is left to the reader.
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Example 2.17 Given in R3 the three vectors
a; = (1,0,—1)7 as = (1,1,1), az = (1,—1,1).

Prove that (a1, ag,a3) form a basis of R®, and find the coordinates of the vectors ey, ez, e3 (the usual
basis) with respect to the basis (a1, az,as).

It suffices to prove that

T 1 1 1 T by by
(a1 ag a3) | 2 = 01 -1 To = | by =(e; es e3) | b
T3 -1 1 1 T3 bs ba

11 1| b 11 1 b
0 1 —11 b _ 01 -1 by
-1 1 1] bs By= (Bt Re)/2 \ o (b1 +b2)
PO 10 0 1(by — by)
21 ':Jf(lR f*"R) 010 %(b1+2b2+b3
S 0 0 1 | 1(by—20y+03)

where it again is easy to check the solution.
Since we after the reductions have the unit matrix in the front, we conclude that (a;,as,as) form a
basis of R3.

We get the coordinates of e; by putting by = 1 and by = b3 =0, i.e.

1 1 1 111
e1:731+7a2+7a3~ 7y )

2 4 4 27474
Analogously,
1 1 1 1
€ :O'al+§a2* 53~ (07272>
and

LR SN 111
es=——ai+-a+-az~|—=,—,~ |.
3 R B 2'4°4
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Example 2.18 Let U C R%2%2 denote the set of symmetric matrices, i.e. A belongs to U, if and and
only if A = AT.

1. Prove that U is a subspace of R?*2,

2. Find a basis of U and find the dimension of U.

1. Given A, B € U and A € L. Then
(A+2B)" = AT + AB” = A + B,
which is the condition of A + AB € U. This proves that U is a subspace.
2. A basis of U is e.g.

(o) (o1) (Vo)

The diagonal elements are obvious, and we conclude by the symmetry that we can only have
one further dimension. The dimension is 3.

Remark 2.2 The results are easily extended to U C R™*"™. The basis is determined of the elements of

e.g. the upper triangular matrix, because the symmetry then fixes the elements of the lower triangular

matrix. Since there are L n(n+ 1) elements in an upper triangular matrix, the dimension is in general

tnn+1). ¢ ’

Example 2.19 Given in R* the vectors
ar = (1’1?71771)’ az = (152773771)5 az = (271707 72); as = (07 74,3,0)

1. Find the dimension of span{aj,as,as,as}, and find a basis of span{aj,as,az,as}.

Find the coordinates of the vectors ay, as, ag and a4 with respect to this basis.

2. Let x = (w1, 19, 73) be any vector in R. Prove that

x € spanf{ay,as,as,as} if and only if x1 + x4 = 0.

1. The dimension of span{a;,as,as,as} is equal to the rank of the matrix {a;,as,as, as}, where
the a; are written as column vectors. We get by reduction,

1 1 2 0 ~
(a a a a) _ 1 2 1 —4 R1:=R2—R1
Per s -1 =3 0 3 | R3:==Rs3+ Ry
-1 -1 =2 0 Ry = R4+ Ry
1 1 2 0 1 1 2 0
0 1 -1 —4 ~ 01 -1 —4
0 -2 2 3 R3 := R3 + 2R, 0 0 0 =5 ’
0 0 0 0 0 0 0 0
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the rank of which is 3, hence dim span{a;,as, as,as} = 3.

Then notice that
as —a; =(0,1,-2,0) and az—2a; =(0,—1,2,0),

so these two vector combinations are linearly dependent. Since the rank is 3, e.g. (a;,a; —aj, a4)
must form a basis, possibly (ay,as,as) instead. It follows from

(3.2 — al) + (a3 - 231) =0,
that
332231 +a; —as 2331 — asg.

The coordinates with respect to the basis (aj, as,a4) are

a; = 1- a) ~ (1, 0, 0 s
ay = 1'32 ~ (0,1,0),
as = 3a1 —agy (3, *1, 0),
as = 1 Ay ~ (0,0,1)

In the past four years we have drilled

89,000 km

That's more than twice around the world.

Who are we?

We are the world’s largest oilfield services company.

Working globally—often in remote and challenging locations—
we invent, design, engineer, and apply technology to help our
customers find and produce oil and gas safely.

Who are we looking for?
Every year, we need thousands of graduates to begin
dynamic careers in the following domains:

‘ ‘ m Geoscience and Petrotechnical

m Commercial and Business

What will you be?

a1 careers.slb.com Schiumberger
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2. The equation
X =y1a1 + Y282 + Y3a3 + Yaay

corresponds to the total matrix

1 1 2 0 T
{a A 2. a |X} _ 1 2 1 —4 | z ~
R -1 -3 0 3 T3 R, := R4+ Ry

-1 -1 =2 0 Ty
1 1 2 0 €1
1 2 1 —4 To

-1 -3 0 3 xs
0 0 0 0 xr1 + x4

We saw in 1) that the matrix of coefficients is of rank 3. Hence, the equation has solutions y, if
and only if the total matrix is of rank 3, i.e. if and only if 1 + x4 = 0.

Example 2.20 Given in the vector spacet R* the vectors
u =(1,-1,2,3), uy=(2,-3,3,5), uz=(-1,4,1,0),
and
vi=(3,-8,1,4), vo=(1,-7,-4,-3), v3=(-1,8,5,4), vy4=(1,0,3,4).

1. Prove that the subspace spanned by the vectors uy, us and us is the same as the subspace spanned
by the vectors vy, va, V3 and vy.

2. Find the dimension and a basis of the subspace.

Here we start by 2).
2. It follows immediately that
5111 — 31,12 = us,

thus the dimension is at most 2. On the other hand, any two of the vectors {uj,us,us} are
linearly independent, so the dimension is 2.

Since u; + uz = (0,3, 3,3), an easy basis is

{—U3, %(ul + 113)} ={(1,-4,-1,0),(0,1,1,1)},

where both vectors most conveniently have a 0 as one of its coordinates.
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1. It follows from

(3,-8,1,4) = 3(1,—4,—1,0) + 4(0,1,1, 1),
vo = (1,-7,-4,-3)=1-(1,-4,-1,0) — 3(0,1,1,1),
vy = (—1,8,5,4)=-1-(1,-4,-1,0)+4(0,1,1,1),
(1,0,3,4) =1-(1,—4,-1,0) + 4(0,1,1,1),

vy =

vy =
that vq, va, v3, vy all lie in span{u;, us,us}, so
dim span{vy, va, vs,v4} < dim span{uj,us,uz} = 2.
On the other hand, e.g.. vi and vo are clearly linearly independent, hence
dim span{vy, va,vs,va} > 2.
We conclude that
span{uy,ug,uz} = span{viy,va,v3, va},

and that the dimension is 2.

Example 2.21 Given in the vector space R* the vectors
u =(1,-1,1,2), wuwy=(1,-1,2,1), uz=(1,-1,2,2).
1. Find the dimension of the subspace U = span{uy,us,us}.
2. Given three linearly independent vectors
vi=(2,—-1,3,0), va=(1,-1,1,1), wv3=(2,—1,4,0).

Prove that vy belongs to the subspace U, and describe this vector as a linear combination of uy,
us, us. Prove that vi and vs do not belong to U.

3. Prove that there exists a proper linear combination of vi and vs, which belongs to U, and find
such a linear combination.

4. Find the dimension of the subspace U NV, where

V = span{vy, vy, vs3}.

1. Tt follows immediately that
us —uy = (0,0,0,1) and wus—u; =(0,0,1,0).
Then {us,us — u;,us — us} is a basis, hence dim U = 3. We may choose the basis
2) {(1,-1,0,0),(0,0,1,0),(0,0,0,1)},
which will be more convenient in the following. Note, however, that
(1,-1,0,0) = uz—1(uz —uy) — 2(uz — ug)

us — 2113 + 2111 — 2113 + 2112
= 2111 + 2112 — 3113.
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2. Applying the basis from (2) we get
vo =(1,-1,1,1) = (1,-1,0,0) + (0,0,1,0) + (0,0,0,1),
hence vy € U.

Since the first two coordinates of vy and vz are (2, —1), and since only the vector (1,—1,0,0)
in the basis have any of the two first coordinates different from zero, neither v; nor vj lie in U.

3. The only possibilities are a(vy — v3), a € L, e.g.
vy —vy; =(0,0,1,0) = uz — uy,
cf. the above.
Summing up we have
vo=u; +u; —uz and v3z—vVv;=u3— uy,
thus

U =vi+ve—vy3eUNV and us—u;=vyz—vyeliUnV.

American online
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Hence the dimension is at least 2. On the other hand, it cannot be larger than 2, because this
would imply that dimU NV = 3, thus e.g. v; would belong to U. Since this is not the case, the
dimension is at most 2.

Summing up we have found that

dim(UNV) =2.

Example 2.22 Given in R® the vectors
a;=(1,-1,1,1,2), as=(0,1,0,—1,0), a3 =(3,0,3,0,6),
as =(0,0,—1,1,1) and as;=(1,1,0,0,3).
1. Define U = span{a, as,as,ay,as}. Find dimU.

2. Find a basis of U among the five given vectors, and find the coordinates of the vectors ay, ag,
as, a4 and as with respect to this basis.

1. We get by reduction,

1 0 3 0 1 ~
-1 1 0 0 1 Rs := R + Rs
{a1 ag Az a4 a5}: 1 0 3 -1 0 R3 I:Rl—Rg
1 -1 0 1 0 R42:R4*R2
2 0 6 1 3 R5Z:R5—2R1
1030 ! 10 3 0 1
0 1302 ~ 0130 2
0 0 0 1 1 R4I:(R3+R4)/2 000 1 1
00 0 1 -1 R532R3—R5 00010
0 0 01 1
1 0 3 0 0
01 3 00
~1 0 0 0 1 0
00 0 0 1
0 0 00O

which has the rank 4, so dimU = 4.
2. It follows by inspection that
az = 3a; + 3ao,

hence a basis is {a1,ag, a4, a5 }.

The coordinates are

a; = 1~a1 ~ (1,0,0,0,0),
Ay = 1- al ~ (0, 1,0,0,0),
as = 3a;+3a; ~ (3,3,0,0,0),
a, = l-agz ~ (0,0,0,1,0),
as, = l-a; ~ (0,0,0,0,1).
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Example 2.23 Given in R3 the vectors
a; =(1,1,1), as=(0,1,1), az=(0,0,1),
as well as the vectors
b; =(1,0,1), by =(1,2,1), bs=(1,2,2).
1. Prove that (aj,as,a) and (b1, b, bs) both form a basis of R3.

2. Find the matriz of the change of basis May, going from b coordinates to a coordinates.

1. It follows from

=140,

|a1 ao 33‘ =

— ==
== O
= O O

that (ai, a,a3) are linearly independent, hence they form a basis of R3.

From
1 1 1 = 1 0 0
|b1 bg bg‘z 0 2 2 SQZZSQ—Sl 0 2 0 :27&0,
1 1 2 532253—52 1 0 1
follows that the same is true for (by, ba,bs).
2. First compute
bl = (1,0,1):a1—(0,170):al—a2+(0,0,1):a1—a2+a3,
by, = (1,2,1) :a1—|—(0,1,0) = aj; +as — ags,

b; = (1,2,2):a1+(0,1,1) =aj + as.

Using the columns as the coordinates of the b; with respect to the a; we get

1 11
Map=| -1 1 1
1 -1 0
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Example 2.24 Let U and W be subspaces of a vector space. Prove that the following are equivalent:
1. Yau eUvVw,w eWW:u+w=u+w =>u=uAw=w.
2.YVvueUVweW :u+w=0=u=w=0.
3. UnW ={0}.

If U and W have one (and hence all) of the properties 1., 2. and 3., the vector space X = U + W s
called the direct sum of U and V' (cf. EXAMPLE 2.13) and we write

X=UaoW

Remark 2.3 Here the symbol “V” is a shorthand for “for all”. {

1. = 2.. Assume 1. and that u+w = 0 for some u € U and w € W. Since 0 € U N W, if follows by
1. that

ut+w=0+0=u=0Aw=0,
and 2. follows.

2. = 3.. Assume 2., and assume that if v.€ U N W, then also —v € UNW, thus v 4+ (—v) = 0,
where we consider v € U as an element of U and —v € W as an element of W. Then by 2. we get
v = —v = 0, and we have proved that 0 is the only element of U N W, hence

Unw ={0}.

3. = 1.. Assume that UNW ={0}. If u+w=u'+w, then u—u’ € U and w' —w € W, hence
u—-u=w-weUnW ={0}.
It follows that u — u’ = 0 and w' — w = 0, and we have proved that u = u’ and w = w’.

Thus we have proved that the three conditions are equivalent.
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Example 2.25 Let U be a subspace of a vector space V. If for another subspace W of V we have
that U @ W =V, we call W a complementary subspace of U.

1. Prove that every subspace of a (finite dimensional) vector space V' has a complementary subspace.

2. Prove that if V is finite dimensional and {0} # U # V', then U has several different comple-
mentary subspaces.

Remark 2.4 This example assumes EXAMPLE 2.24.

1. f U =V, then W = {0}, and if U = {0}, then W = V.

Assume that {0} # U # V. Then choose a basis (ay,...,a) of U. Continue by supplying it to
a basis

(a17...7ak7b1,...,bn)

of V. Then (by,...,b,) is a basis of some subspace W, which clearly satisfies U N W = {0},
and U + W =V, hence

V=UeW
2. Now let {0} # U # V and construct the basis
(ar,...,ag,by,...,by)
as above. Then k£ > 0 and n > 0, and e.g.
W = span{by,...,b,}, W’'= span{a; +by,...,;a; +b,}

are different complementary subspaces of U.
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3 Linear maps

Example 3.1 Find the matriz with respect to the ordinary basis of R? for the linear map f of R? into
R3, where f is mapping the vectors (2,1,0), (0,0,2) and (1,1,0) into (1,4,1), (4,2,2) and (1,2,1),

respectively.

Find the range of the subspace which is spanned by the vectors (1,2,3) and (—1,2,0).

The formulation above invites to the following,

a; =(2,1,0), a;=(0,0,2) and az=(1,1,0),
b; =(1,0,0), by =(0,1,0) and bs=(0,0,1),
Ci = (1,4, 1), Co = (422) and C3 = (1,2, 1),
d; =(1,0,0), d2=(0,1,0) and dsz=(0,0,1),
where
1
by =a; —a3, by=—a; +2a3, bz= B ag,

........................................................... sssssssssssssfAlcatel-Lucent @
www.alcatel-lucent.com/careers

"" a S

One generation’s transformation is the next’s status quo.

In the near future, people may soon think it's strange that
devices ever had to be “plugged in.” To obtain that status, there
needs to be “The Shift".

N
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hence
2 0 1\ " 1 -1 0
Map=1|1 0 1 = 0 0 3
0 2 0 -1 2 0
and
1 4 1 1 -1 0 01 2
Fap = 4 2 2 0 0 % = 2 0 1
1 2 1 -1 2 0 0 1 1
It is easy to check the result.
It follows by the linearity from
0 1 2 1 246 8
f(1,2,3)=1 2 0 1 2 | =1 243 | =15
0 1 1 3 243 5
and
01 2 -1 2
f(-1,2,00={( 2 0 1 2 | =1 -1
0 1 1 0 2

that the range is spanned by the vectors (8,5,5) and (2, —1,2), thus

fU) = {=(8,5,5)+y(2,-1,2) |z, y € L}
= {8z +2y,bxr —y,5x +2y) |z, y € L}.

Example 3.2 Given a map f : R?*? — R2*2 py
f(X)=AX - XA, whereAz(é %)

1. Prove that [ is linear.

2. Find the kernel of f.

1. It follows from

FX4AY) = AX+MY)— (X+AY)A
{AX — XA} + MAY — YA} = £(X) + Af(Y),

that f is linear.
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2. Assume that X € ker(f). Then

0 0 . 1 2 r11 T12 . Tr11 T12 1 2

0 0 - 0 -1 T21 X922 421 T22 0 -1

T11 +2x21 T2+ X2 [ T 2211 — T2
—T21 —T22 To1  2To1 — T2

2x91  —2w11 + 2T12 + T2
—2x91 —2%91 ’

hence x9; = 0 and —2x17 + 2212 + x22 = 0. Choosing x1; = s and z12 = t as parameters we get

ker(f)_{<3 2(8’5_”) ‘ s,teL}, dim ker(f) = 2.

Example 3.3 Let U and W be subspaces of a vector space and define V.= U®W (c¢f. EXAMPLE 2.24 ).
Assume that the vector v €V is given by

vV=u-+w, where u € U and w € W.

Prove that the map f : v — u is linear and that the composite map fo f = f? = f.
Prove that U = f(V)) and W =ker f.
The map f is called the projection onto U in the direction W.

Consider vy, vo € V of the unique splitting

Vi =u +W17 VQZUQ+W2, u17u2€U7 W17w2€W
If A € L, then
f(Vl + )\Vg) = f(u1 + A\usg + (Wl + /\WQ))

= u+Aug = f(vi) + Af(va),
proving that the map is linear.
Then
JvV) = flu+v)=u,  thus fo f(v) = f(u) = u.

In particular, f(U) = U, hence U C f(V) C U, and we conclude that f(V)="U.
Finally, if w € W, then f(w) = 0, hence W C ker(f).
Conversely, if u+v € W, er f(u) =u =0, then ker(f) = W.
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Example 3.4 Let f : R® — R3 be the linear map which corresponds to the following matriz in the
ordinary basis of R3,

1 1 4
F = 0 1 1
-1 1 -2
1. Find a basis of the range f(R?).

2. Prove that the vector b = (6,2, —2) belongs to both the kernel of f and the range of f.

1. Since f(e1) = (1,0,—1), f(es) = (1,1,1) and f(e3) = (4,1, —2), the range f(R?) is spanned by
these three vectors. Since

fles) — f(ex) =3f(e1),  dvs. f(3e1 +ex—e3) =0,

the range is only of dimension 2. A basis is e.g.
{f(el)a f(eQ)} = {(17 07 _1)7 (17 17 1)}

2. Since b = (6,2, —2) = 2(3e; +e2 —e3), we get f(b) =0, so b € ker(f).
It then follows by inspection that

11 4 1 6
f(1,1,1) = 01 1 1| = 2 | =be f(R?),
-1 1 -2 1 —2

so b does also belong to the range.

Example 3.5 Let f : R® — R3 be the linear map, which is given with respect to the ordinary bases
of R? and R? by the matriz

1 2 3 31
F=101 2 41
345 11

1. Find {x e R® | f(x) = (4,3,6)}, and ker f.
2. Find a basis of range f(R®).

1. The equation f(x) = (4,3,6) corresponds to the system

x
1 2 3 3 1 T2 4
01 2 4 1 T3 = 3
3 4 5 1 1 T4 6
Ts5
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We reduce the total matrix,

1 233 1]4 N 1 233 14
0124 1|3 01 24 1|3
345 1 1|¢6) M=R=3m+2k \ o o ¢ o]
N 10 -1 -5 —1]| -2
01 2 4 1] 3
Ry i= Ry — 2Ry 00 0 0 0 0

The rank is 2, so by choosing the parameters c3 = s, x4 = t, x5 = u, we obtain the solution
{(=24 s+ 5t +u,3 —2s — 4t —u, s,t,u)s, t, u € R},
and the kernel is

ker f = {(s+5t4+u,—2s—4t —u,s,t,u)|s, t, u € R}
{s(1,-2,1,0,0) + (5, —4,0,1,0) + u(1,~1,0,0,1) | s, ¢, u € R}.

The kernel is therefore spanned by the vectors

{(1,-2,1,0,0).(5,—4,0,1,0), (1,—1,0,0,1)}.

/
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2. It follows from the reduction of the total matrix that the range — hence also the matrix of
coefficients — is of dimension 2. Since

f(R?) = span{(1,0,3),(2,1,4),(3,2,5),(3,4,1),(1,1,1)},
we obtain a basis by choosing two linearly independent vectors from this set, e.g.
f(R®) = span{(1,0,3),(1,1,1)} = span{(1,0,3),(0,1,-2)},

etc.

Example 3.6 A linear map f : C* — C* is in the usual coordinates given by the matriz

1 0 —i 0
1 —i 11
F= -1 0 -1 0
;. —1 -1 —i

Find the kernel and the range of this map.
Find the intersection of the kernel and the range.
Find the set {x € C* | f(x) = (1, —i,—4,—1 + 24)}.

We get by reduction,

1 0 —z 00 ~ 1 0 —1 0| 0
1 — 7 1 0 Ry = R1 — Ry 0 i =21 —1 0
—1 0 -1 0 0 Rz := R3+ Ry 0 -1 -2 —1 0

i —1 -1 —2 | 0 Ry:= R4 — 1R,y 0o -1 -2 — 0
N 1 0 —i 0] 0 N
Ro :=1iRs 8 _1 _; _; 8 R3:= Ro — R3
Ry:=R3— Ry o 0o o olo Ry := —Ry

1 0 — 0|0 ~ 1 0 0 0] 0

01 =2 4]0 Ry =Ry —iR3/4 01 0 ¢ 0

0 0 4 010 Ry = Ry + R3/2 00 1 01]O0

0 0 0 0] 0 Ry = R4/4 00 0 0] O0

Then the equations of the kernel are =1 = 0, x9 +ixqy = 0, 3 = 0, thus

ker(f) = {s(0,—4,0,1) | s € C}

The kernel has dimension 1, so the range is of dimension 3. Since the second and the fourth column

of the matrix are linearly dependent, the range is

f(CY = span{(1,1,—i,i), (—i,4,—1,—1),(0,1,0,7)},

because we can exclude the second column.
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We have only two possibilities for f(C*)Nker(f). Either this intersection is ker(f), or it is {0}. If the

intersection is ker(f), then the four vectors (1,1, —4,4), (—1,1,

(0,—1,0,1) [from ker(f)] must be linearly dependent. We get by reduction,

1 —i 0 0 ~ 1 = 010
1 i 1| —i Ry =Ry — Ry 0 —2i -1 1
— =1 0 0 R3 := R3+ Ry 0 -2 —i| 1
. —1 —1 1 R4 = R4 — iRl 0 —2 —1 0
1 —i 010
~ 0 —2i —1| 14
Ry:=R3—Ry | 0 —2 —i| 1 gz j: ]}Ri/zR
0O 0 00 3T 2
1 —i 0 0 1 —i 0 0
1z _1 ~ _1
0 bogl =2 | pompyrirgya | VL0 2
0 0 -2 0 Ry = —Ry)? 0 01 0
0 0 0] 0 R 0 00| 0
1 00 -3
~ 0 1 0 | —fracl2
Ry = Ri +1iRy 0 0 1 0
0 0 0 0
The rank is 3, so the vectors are linearly dependent, and
f(CH Nker f = ker f.
It follows further from the reduction above that
) 1
(0,—,0,1) = —% (L1, =i,) = 5 (=i, —1,—1).
Finally, we shall describe the set
U={xeC*| f(x)=,—i,—i,—1+2i)}.
The corresponding total matrix is reduced to
1 0 —i 0 1 ~ 1 0 —i
1 —i i1 —i Ry := Ry — Ry 0 T —2i
- 0 =1 0 —i R3:= R34+ Ry 0o -1 =2
i -1 =1 —i| =142 Ry =Ry — iRy 0o -1 =2
N 1 0 —i O 1 N
RQ = iRQ 0 -1 2 _Z. _1+,L. R3 = Rg —Rg
Ri— Re— R 0 -1 -2 —i| —1+434 R — _R
4= g 4 0 0 0 0 0 2 1= 2
1 0 —i 0 1 1 0 00 1
01 -2 4] 1—4 01 0 4| 1—4
00 40 0 0010 0 ’
0 0 0 0 0 0 0 0 0

hence

U={(1,1-1,0,0)+s(0,—,0,1) | s € R}.

—1,-1), (0,1,0,—3) [from f(C*)] and

1
141
-1+
-1+
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CHECK. The computations here have been so complicated that one ought to check the result:

1 0 —i 0 1 1 1

1 — i1 1—d | | 1—-2i-1 1] _ —1
—1 0 -1 0 0 - —1 o —1

1 —1 -1 — 0 1—1+2 —1+2

We see that the result is correct.

Example 3.7 Given the matrices

1 1 1 1 100
1 0 1 1 0 0 0
A= 1 2 3 and D= 1 210
1 -1 -3 1 -1 0 1

Denote by f : R? — R* the linear map which in the usual bases of R® and R* is given by the matriz
A.

1. Prove that vi = (1,0,0), vo = (0,1,0) and vs = (1,—2,1) forms a basis of R3.
Find the coordinates of f(v1), f(v2) and f(v3) with respect to the usual basis of R*.

2. Prove that D is reqular and compute D1,

Prove that dy = (1,—1,1,1), do = (1,0,2,—1), d3 = (0,0,1,0) and d4y = (0,0,0,1) form a basis
of R*. Find the coordinates of (1,1,3,—3) with respect to the basis dy, da, d3, dy.

3. Find the coordinates of f(v1), f(ve) and f(vs) with respect to the basis d1, da, ds, dy.
Find the matriz of f with respect to the basis vi, Va, vs i R? and the basis di, da, ds, dy i R?.

1. It follows from

10 1
01 —2[=1#0,
00 1

that the three vectors are linearly independent. Since the dimension of R? is 3, we conclude that
{v1,va,v3} is a basis of R3.

Then we find
1 1
-1 0
f(vl): 1 9 f(VQ): ) )
1 -1
and
1 1 1 1 1-241 0
Flvs) = -1 0 1 9 B —14+0+1 _ 0
3= 1 2 3 ) - 1-443 || o0
1 -1 -3 1+2-3 0
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2. We conclude from

detD: :]_#07

— =
— N O
O, OO
_ o O O
I
— N
o = o
—_o o

that D is regular. We can now find the inverse in various ways of which we demonstrate two of
them:

(a) By the well-known reduction,

1 100|100 0
1 0000100

(D[I) = R3—3—2R1 Ry
1 210/0010
1 101|000 1) Fa=ftRiram
1100 1 000Y _
1000 0 100

R12:*R2

00 10| -2 -110
0001| 1 20 1) =itk
1000 0 100
01 00| 1 100
0010 -2 -110 ]|
000 1| 1 201

> Apply now

REDEFINE YOUR FUTURE
AXA GLOBAL GRADUATE
PROGRAM 2015

redefining / standards M

N

Click on the ad to read more

a
o)
]
[2]
f=
S
=
S
2
9]
=
[on
©
&0
S
g
8
o)
<n

54

Download free eBooks at bookboon.com


http://s.bookboon.com/AXA

Linear Algebra Examples c-2 3. Linear maps

from which we conclude that

0 -1 0 0
o 1 100
D=1 9 110
1 20 1

(b) ALTERNATIVELY we shall try to find Kp in order to compare the two methods. We compute
all the subdeterminants of the matrix

0 0

o = O

0
0
1

0 0 0 -1 0 0
Ain=| 21 0]=0, Ap=-| 1 1 0]|=1,
-1 0 1 1 0 1
-1 0 0 -1 0 0 9 1
A13: 1 2 0 :—2, A14—— 1 2 1 :‘1 0’:1’
1 -1 1 1 -1 0
1 0 0 1 0 0
Agp = — 2 1 0]|=-1, Axp=|1 1 0|=1,
-1 0 1 1 0 1
1 0
Aps=—|1 2 0 :-“ %‘z—L
1 -1 1
1 1 0
Ay=|1 21 H _1‘2,
1 -1 0
1 0 0
Ay =0, Ap=—| -1 0 0|=0,
1 0 1
1 1 0 1 1 0
Agz=| -1 0 0|=1, Apy=—|-1 0 0|=0,
1 -1 1 1 -1 0
1 0 0
A41 = —O, A42 = -1 0 0]|= 0,
1 1 0
1 1 0 1 1 0 10
Ap=| -1 0 0]|=0, Ayu=|-1 0 0 —‘2 1’1.
1 2 0 1 2 1
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We conclude that

01 -2 1 ., 0 -1 0 0
I S S S 1 100
Kp = 00 10 and D0 = 2o =1 o 1 1 g

00 01 1 20 1

We see by comparison that we get the same result by the two methods. In order to be absolutely
certain, we also CHECK the result:

1 1 0 0 0 -1 0 O 1 0 0 O

-1 0 0 O 1 1 0 0 B 01 0 0

1 2 1 0 -2 -1 1 0 o 0 0 1 0

1 -1 0 1 1 2 0 1 0 0 0 1

It follows from
1 1 0 0
—1 0 0 O 1 1
A do dy daf =1 5 _’—1 0’_1’

1 -1 0 1

that d;, do, ds, d4 are linearly independent, so they form a basis of R*.

Then we reduce the total matrix,

1 1.0 0 1 1 00 0] -1
1 00 0| 1| H=_t 0 1 00| 2
RQ::R1+R2 o
1 210 3 0 2=1 0 4
1 -1 0 1| —3 ) Hs=Bs+h \ o " 4 5 1|
Ry := R4+ Ro
N 1 00 0] —1
Ry:=Rs—2R, | 0 L 00 2
R R 4R 00 1 0 0
S 00 0 1 0

so the coordinates are (—1,2,0,0).

A CHECK gives
—1-(1,-1,1,1) +2(1,0,2, —1) = (1,1,3,-3),
which can also be written
(1,1,3,-3) = —d; + 2d,.
3. We have found earlier that
fvi) =1L -L11),  f(v2)=(1,0,2,-1),  f(vs) =(0,0,0,0),
which interpreted to the given vectors very conveniently also can be written

f(v1) =du, f(ve) = da, f(vs) =0.
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The matrix is represented by the columns f(vy), f(va), f(vs), i.e.

de =

OO OO
OO o= O
OO = OO

Example 3.8 A linear map f : C*> — C? is defined by
f(v1) = v1 +2vy, f(va) =ivi + va,
given the basis (vi,va) of C?,
1. Find the matriz equation of f with respect to the basis (v1,va).
2. Prove that w1 = vi + Vo and Wo = vi — Vo form a basis of C2.

3. Find the matriz equation of f with respect to the basis (W1, wa).

1. The matrix equation is vy = Fy(vX), where

1 4
e (1)

2. If wi =v1 + vy and wy = v — Vo, then

1
= §(W1 +wsy) and vy = §(W1 — wa).

The elements of the basis vi, vo can uniquely be expressed by wi, wsy, hence (wy,ws) is also
basis of C2.

3. It suffices to indicate the matrix of the map,

Fww - MWVFVVMVW
(11 1 i
o 1 -1 2 1
13 144 1 1\ _ 1/ 4+i 4+i
- -1 -1+ 1 -1 ) 2\ —2+4i —i

2
_ 244 244
14y -5 )

[T
INIEENIE
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Example 3.9 Given in R* the vectors
b; =(1,2,2,0), by=1(0,1,1,1), bs=(0,0,1,1), by=(1,1,1,1).
1. Prove that by, by, by and by form a basis of R*.
2. Let a linear map f: R* — R? be given, such that
fb1) =(1,1,2),  f(bz) =(3,-1,1), f(bs) =(4,0,3), f(bs)=(-5,3,0).

Find the matriz of f, when we use the usual basis in R and the basis (b1, by, bz, by) in R*.

Find the dimension of the range.

3. Given the vectors vi = by + by — bz and vo = —by + 2by + by. Prove that vy, vo span the
kernel ker f.

4. Find all vectors x € R*, which satisfy the equation f(x) = f(by), expressed by the vectors by,
b27 b37 b4-

1. It follows from

1 0 0 1 0 0 01
by by bz by = 2 1 1 1| 8 :=58, -5, 1111
01 1 1 -1 1 1 1
]‘; _ 1 1 1 R2;:R2—R1 — 0 0 1
1 —-1 1 1 R3::R3—|—R1 0 2 1
S ‘2 1‘_27&07

that (b1, ba, bz, by) are linearly independent in R*, hence they form a basis of R*.

2. The matrix corresponding to the map is

1 3 4 =5
1 -1 0 3
2 1 3 0

3. A simple check gives

1 3 4 -5 }
fvi)=1 -1 0 3 L | =0
2 1 3 0 0
and
1 3 4 -5 _;
fve)=| 1 -1 0 3 0 =0,
2 1 3 0
1
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hence vy, vi € ker f. Clearly, vi and vy are linearly independens, thus dim ker f > 2.
On the other hand, rg F > 2, hence dimker f < 2.

Summing up we see that dimker f = 2, so v1, vy span ker f.

4. If f(x) = f(b1), then it follows by the linearity that

0= f(x) — f(b1) = f(x —b1),

thus x — by € ker f = {svy +tva | s, t € R}. This gives us the solutions

X = by+svy+tvy

= by +s(b; + by —bs) +t(—b; +2by + by)

(1 + s — t)bl + (s + Qt)bz — sbs + tby,

s, t€R.
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Example 3.10 Consider in a 2-dimensional vector space V' over R a basis (a1,as) and a linear map
f of Vinto V', which in the basis (a1, as) has the corresponding matriz

a ¢
F- < . >
Find the matriz of [ with respect to the basis (by,bs), where by = a; + as and by = a; — as.

Now,
be - (]-v-[ab>_1 FaaMab7

where

(1 )50 )
(v ) emd)

a+b+c+d at+b—c—d
a—b+c—d a—b—c+d |’

1
2
1
2
1
2
Example 3.11 Let f: P1(R) — Pi(R) be a linear map satisfying
fQ+4z)=1-2z and f(—2-—92) =2+ 4.
1. Find the matriz of f med with respect to the basis of monomials (1,x).

2. Find the polynomial f(1+ 3x).

1. Since f is linear, we get by inspection,
9f(1 +4x) +4f(—2—92) = f(1) = 9{1 — 22} + 4{2 + 4o} = 17 — 2x,
hence
4f(z) = f(1+4x) — f(1) = {1 — 22} — {17 — 22} = —16,
and whence
fQ)=17—22 and f(z)=—4,

so the matrix is

(57)
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2. Then by the linearity,

F(1+3z)=f(1)+3f(x) ={17— 22} —12=5— 2x.

Example 3.12 A linear map f : R?® — R3 is in the usual basis of R3 given by the matriz equation

Y1 1 -3 1 T
Y3 -1 -3 2 T3

1. Prove that the vectors
vi =(1,0,1), v2=(0,1,2), wv3=(1,1,2)
form a basis of R3, and find the image vectors f(vi), f(va), f(v3).

2. Find the kernel of f. Explain why the range f(R3) is a 2-dimensional subspace of R3, and that
the vectors

wy =(2,1,1), wy = (—1,1,1)
form a basis of f(R?).
3. Find the matriz of f with respect to the basis (v1,Va,Vs).
4. A linear map g : f(R®) — R? is given by
g(wi) = v, g(wz) = va.

Find the matriz of the composite map go f : R3 — R® with respect to the basis (v1,va,Vv3), and
prove that

fogof=".

1. It follows from

1 0 1 1 0 0
|V1 Vo V3‘= 0 1 1 = 0 1 0 :—1750,
1 2 2 1 2 -2
that (vi,va,v3) forms a basis of R3.
Then by a computation,
-1 -3 1 1 2
fv)=| -1 -3 2 o]=1{1],
-1 -3 2 1 1
1 -3 1 0 —1
fva) = -1 -3 2 1] = :
-1 -3 2 2 1
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1 -3 1
flvs)=| -1 =3 2
-1 -3 2
thus
f(vl) = (27171)1 f(VQ) =

2. Obviously, f(v
dent, we must have

1 0

1 |=(0]=o,

2 0
(_17171)7 f(Vg) =0.

dim f(R®) =2 and dimker f = 1.

We get from vg € ker f that

ker f = {sv3 | s € R} = {s(1,1,2) | s € R}.

1), f(v1) € f(R3), and v3 € ker f. Since f(v1) and f(v3) are linearly indepen-

Now, w; = (2,1,1) = f(vy1) and wy = (—1,1,1) = f(va), so it follows from the above that
(w1, ws) form a basis of f(IR?).

3. Then by reduction,

(vi vo v3 | wi) =

S O =
o~ O

1
1
1
from which we conclude that

Wi = —V] — 2V2 + 3V3.

Analogously,

(V1 Vo V3 \ W2):

OO =
O = O
— =

from which

W9 = —V71 + Va.

Since f(vs) = 0, the matrix of f with respect to the basis (v1,va, vs) is given by

Fyv = (f(Vl) f(vQ) f(V3)) =

1 0 112
01 1)1
192 911 Rz := R1 + 2R,
2 10 0 —-1
1|~ 0 10| 2],
3 0 0 1 3
1 01
0 1 1
-1 1 0 0] -1
1 |~[o0 10| 1],
0 0 0 1 0

-1

3

-1 0
(Wi wa 0)=| -2 1 0
00

— R
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4. Note that since dim f(R?®) = 2, the map g is uniquely determined. It follows that
vi=g(wi1) =g(f(v1)) = (go f)(v1),
va =g(w2) = g(f(v2)) = (g0 f)(v2),

hence the matrix of the composite map with respect to the basis (vq, va, v3) is

1 00
01 0 ].
0 0 0

Finally,
(fogo f)vi) = f(vi) = wi,
(fogo f)(va) = f(v2) = wa.

The maps are linear, and (w1, ws) is a basis of f(R?), and

(fogo f)(vs) = f(vs) = 0.

Hence we conclude that

fogog=f.
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Example 3.13 Let V' denote a vector space of dimension 2, and let (ay,az) be a basis of V.. Fur-
thermore, let two linear maps be given, f and g, of V into V. It is assumed that

glar) = 3a1 —as, g(az) =ai, f(a)=ai —ay, f[f(3a1—az)=2a; —an.
1. Find f(a2).
2. Find the matrices of f and g with respect to the basis (aj,as).
3. Checkif fog=gof.

1. Due to the linearity,
f(a1) = —f(3a1 — ag) + 3f(a1) = —{23.1 — 32} + 3{&1 — ag} = a; — 2as.

2. The matrix of f with respect to the basis (a;,as) is

() fa) = ( ;).

The matrix of g with respect to the basis (a;,as) is

olan) st = (3 ¢ )

and

3 1 1 1 2 1

gof”(—l 0)(—1 —2):<—1 —1>’
the two matrices are identical, hence

foeg=golf.
ALTERNATIVELY we compute

(fog)(a1) = f(3a; —ag) = 3(a; —az) — (a; — 2a3) = 2a; — ag,

(go f)(a1) = g(ar —az) = (3a; —ay) = (3a; —az) —a; = 2a; — ay,
and

(fog)(az) = f(a1) = a1 — ay,

(go f)(az) = g(a; —2a3) = (3a; —az) —2a; = a; — as.
It follows that fog = go f on all vectors of the basis, hence by the linearity everywhere.
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Example 3.14 Let (a;,as,a3,a4) be a basis of R*, and let (c1,ca,c3) be a basis of R3.
Given a linear map f : R* — R3 by

flar) =c1 +c2 +cs, f(ag) = c1 +co,

flas) = f(a1) — f(a2), flas) = f(a1) +2f(as).
1. Find the matriz of f with respect to the bases above of R* and R3.
2. Find a basis of the range f(R*).
3. Find a basis of the kernel ker f.

1. We first compute

flaz) = f(a1) — f(az) = c3,
flay) = f(a1) +2f(a3) = c1 +c2 + 3cs.

This gives us the matrix

1 1 0 1
{f(a1) f(a2) f(as) f(as)} = L 101
1 01 3
2. Obviously, dim f(R3) = 2, and
f(az) = c1 + ¢, flas) =c3
form a basis of the range f(R*).
3. We get by reduction,
1 1 0 110 ~ 1 1 0 110
11 0 1|0 Ry :=R; — Ry 00 0 0]0
101 3]0 R3 := Rs 01 -1 =210
B R (L0 1 3]0
01 -1 =210
Ry =Ry 00 0 0]0
R3 = R2

Choosing x5 = s and x4 = t as parameters it follows that

r1 = —s — 3t, Ty = § + 2t,
and all elements of kernel are given by

(—s —3t,s+2t,s,t) = s(—1,1,1,0) + ¢t(-3,2,1), s, t€R.
It follows in particular that a basis of ker f is e.g.

(-1,1,1,0) and (-3,2,1).
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Example 3.15 Given a linear map f : R* — R® with the following matriz (with respect to the usual
basis of R* and the usual basis of R3)

1 1 2 1
F = 3 0 3 3
-1 2 1 -1

1. Explain why the vectors u; = (—1,0,0,1), ug = (=1,-2,2,—1) and uz = (2,-2,2,—4) belong
to the kernel of f.

2. Find the dimensions of the kernel ker f and the range f(R*).
3. Find a basis of ker f.

1. It follows from

112 1 _é 112 1 :;
303 3 o | =9 303 3 5 | =0
-1 21 -1 . -1 21 -1 ]
112 1 _g

303 3 5 | =0

-1 2 1 -1 »

that uy, uz, us all belong to the kernel n of f.

Then we note that u; and us are linearly independent. On the other hand, since ug = us — 3uy,
we can so far only conclude that dimker f > 2.

We reduce the matrix,

11 2 1 ~ 11 2 1
F= 3 0 3 3 Ry :=Ry/3 1 0 1 1
-1 2 1 -1 Rz := Ry + R3 0 3 3 0

101 1
Ry o= Ry 0110
Rp=Ri—Ry \ o 1 1 o)
Ry := R3/3

which clearly is of rank 2, thus dim f(R*) = 2.

It follows from the theorem of dimensions that
dimR* = 4 = dim f(R*) + dimker f = 2 4 dimker f,
and we conclude that dimker f = 2.

2. We have proved above that u; and us are linearly independent in ker f, and since dimker f = 2,
we conclude that (uj,us) is a basis of ker f.
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Example 3.16 Let f: R?® — R? be the linear map which i the usual basis (e1,eq,e3) for R? is given
by the matrix

1 -1 -1
F = 1 1 -1
1 1 1

Given the vectors by, by and bs by
b; =(1,-1,1), by=(-1,1,0), bs=(1,0,0).

Prove that (by,ba,b3) is a basis of R3.
Find the matriz of f with respect to the basis (b1, ba, bz) i R3,

It follows from

b1 by bs|=| —

—_ = =

-1
1
0

SO =
Il

-1 1
10 "‘17&0’

that by, by, by are linearly independent, hence they form a basis of R3.
Then we use that
be - (:[\/-I:eb)i1 FeeMeb;

where
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We conclude from

L-1 1100\ % _, 1 00|00 1
-1 1 0|0 10 L= s 0 1 0/0 1 1
1 00|00 1) Be=Rt gy g
R32:R1—R3
N 1 00]0 01
01 0|01 1],
Ryi=TatBs \ o g 1|1 1 0
that
00 1
Mea) "= 0 1 1 |,
110
hence
00 1 1 -1 -1 1 -1 1
Fop, = 01 1 1 1 -1 -1 1 0
11 0 1 1 1 1 00
11 1 1 -1 1 1 0 1
= 2 20 -1 1 0]l=(0 o0 2
2 0 0 1 0 2 -2 2

Example 3.17 Given two bases in R?, namely (aj,as) and (by,by), where by = 2a; + bay and
by = a; + 4as.
Let a linear map f : R? — R? be given by
f(ai) =by and f(by) = —1; + 2a,.
1. Find the matriz of [ with respect to the basis (a1, as).

2. Find the matriz of f with respect to the basis (b1, bs).

1. It follows from f(a;) = by = 2a; + 5as and

(@) = {f(bs) = f(an)} = 3{~a1 +2a; — 2a; — 5ac} = —a; — az,

that

2 -1
Faa:<5 1)
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we get

Fpp = (Mip) 1FaaMab(—5 2><5 _1>(5 3)

Example 3.18 Given in R? the vectors
vi =(1,0,1), vo=(1,1,0) and v3=(0,1,1).
1. Prove that vy, Vo, v3 form a basis of R3.

2. Given a linear map f : R?> — R* by

f(vi) =1(3,9,1,0), f(v2)=(4,5,-1,1) and f(v3)=(506,0,—1).

Find the matriz of f with respect to the usual bases of R® and R*.

1. It follows from

11
SRR

O = =
_—= O
— =
_—= O

1 1
|V1 Vo Vg‘ =10 =10
1 0

that vy, vo, v are linearly independent, so they form a basis of R3.

2. We shall first express ey, es, e3 by v, vo, v3. Since

11 01 00 N
(V1 Vo Vg‘I): 0 1 1 01 0 L _
10100 1) Be=h-M
1 10 1 00 ~
0 1 1 0 1 0 R12:R1*R2
0 -1 1| -1 0 1 R3:= (Ra + R3)/2
1 0 -1 1 -1 0 ~
01 1 0 1 0 Ry =R, + Rs
0 0 1 —% % % RQZZRQ—Rg
1 00 L
010 £ I _1
A S S I
00 1]-3 35 3
we get
110\ "' ) 1 -1 1
01 1 =3 1 1 -1
1 01 -1 1 1
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Then the matrix expressed in the usual bases is given by

3 4 5 1 3 2
9 5 6 |1 1 *1 j N T '
-1t o0 f2( ; ) |0 -1 1
0 1 -1 1 0 -1

Example 3.19 1. Explain why there is precisely one linear map f : R® — R*, which fulfils

f(17171) = (4?07056)7 f(lalao) = (27070a3)7 f(l()*l) = (7177171a71)

2. Find the matriz of f with respect to the usual bases of R® and R*.
3. Find the dimension and a basis of the range.

4. Give a parametric description of the kernel.

1. The vectors (1,1,1), (1,1,0) and (1,0, —1) form a basis of R3. In fact, it follows from
a(17171)+ﬂ(1’ 1’0)+7(1707_1) = (07070)

that a+08+v =0, o+ =0 and a =, hence v = o« = 3 = 0, and the vectors are independent.

Hence, there is precisely one linear map, which satisfies the given conditions.

2. We conclude from

~

11 11100 1 00 1 -1 1
11 0|0 10| Br=fi-RadtRs 01 0 1 2 -1
Ry :=2Rs — Ry — Rs B B '
10 =110 0 1 Re— Ry - Ry 0 0 1 1 -1 0
that
1 -1 1
Myoe=1| -1 2 -1 |,
1 -1 0
hence
4 2 -1 1 1 2
1 -1 1
00 -1 -1 1 0
Fee - Fevae - 0 0 1 71 _? 7(])~ - 1 _1 0
6 3 -1 2 1 3

3. Clearly, Fey, and thus Fee, has rank 2, so the range is of dimension 2.

A basis is composed of two of the three columns of Fee, e.g.

(1,1,—-1,1) and (2,0,0,3).
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4. Tt follows from

x1(1,-1,1,2) + 22(1,1,-1,1) + 23(2,0,0,3) = (0,0,0,0)

that
1 + x2 + 2z3 = 0,
—T1 + ) = O,
Ty — T2 = 0,
21 + wxo + 3x3 = 0,
hence x5 = x1, and whence z3 = —x1. We conclude that

ker f = {s(1,1,-1) | s € R}.

Vowo Toucxs | Rewanr Tovcks | Mack Toueks | Vowo Buses | Vowo Coxsteucrion Ecuresent | Wowo Pesm | Vowo Aemo | Vowo IT

Vowo Fieskcer Sepaces | Vowo 3P | Vowo Powemreaim | Vowo Paers | Vowo Techwowosy | Vowo Loasncs | Busieess Anes Asie
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Example 3.20 The linear map f : R® — R* is with respect to the usual bases of R® and R* given
by the matriz equation

n 1 3 1
w | | 2 4 o0 .
7 11 -1 f
Ya -3 -1 5 3

1. Find the dimension of the kernel ker f and the dimension of the range f(R3).
2. Find a basis of the range f(R?).

1. We reduce the matrix of coefficients

13 1\ 00 0
2 4 0 Ri = Ry— Ry — Ry 2 4 0
L I TR 11 —1
-3 -1 5 4T ! 00 0

The rank is 2, so dim f(R?) = 2, and it follows from
dimR3 = 3 = dim f(R?) + ker f,
that dimker f = 1.
2. A basis of the range is given by any two of the columns of the matrix, e.g.

(1,2,1,-3) and (1,0,—1,5).

Example 3.21 Given in the vector space R? the vectors
a; =(—8,3) and ay=(-5,2).
1. Explain why (a1,as) is a basis of R2.
2. A linear map f : R? — R? is given by
f(a;) =2a; —3ay and f(az) = —a; + 2as.
Find the matriz of f with respect to the basis (a;,as) of R2.

3. Find the matriz of f with respect to the usual basis of R2.

1. It follows from

-8 =5
|a1 a2|:‘ 3 2‘:_17&07

that a; and a, are linearly independent. The dimension is 2, so (a;,as) is a basis of R2.
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2. The matrix is given by the columns f(a;), f(az),

2 -1
b 21),

Example 3.22 Given in the vector space R3 the vectors
vi=(1,2,0), vo=(0,1,4) and v3=1(0,0,1),
and in R* the vectors
wi = (1,0,0,0), wsy=(1,1,0,0),ws = (1,1,1,0), wy=(1,1,1,1).
1. Prove that (v, va, v3) form a basis of R*.
2. A linear map f : R?® — R* is given by
fvi) =wi+wa, f(v2)=w2+ws, f(v3)=ws+wy
Find the matriz of f with respect to the basis (vi,va,v3) i R® and (w1, wa, w3, wy) i R.

3. Find the matriz of f with respect to the usual bases in R and R*.

1. We just have to check the linear independency. It follows from

1 00
|V1 V2V3‘: 2 1 0 :1,
0 4 1
and
11 11
| swa=|0 111
00 01

that the vectors are linearly independent, so they are bases in the two spaces.
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2. We just the columns in coordinates,

va =

OO ==
O~ R O
_—_ O O

3. We shall find

Fe4 eg = Me4 WFW VMV eg

Here,
. y
Me,w = and Me,v = 2 1 0
4 0 0 1 1 3 0 4 1
0 0 0 1
It follows from
1 0 01 0 O N
(Mg [D={ 2 1 0|0 1 0 o
04 100 1) Feimh-2m
1 0 0 1 0 0 N
01 0| -2 1 0
0 4 1 0 0 1 ) fa=Hs—dk
1 0 0 1 0 0
01 0|-2 10 ],
00 1 8 —4 1
that
1 0 0
Mye, = Me,y) "= =2 1 0 |.
8 —4 1
Finally, we get by insertion,
1 1 1 1 1 0 0
M — ex 0 _ 0 1 1 1 1 1 0 7; (1) 8
T loo0 11 01 1 8 -4 1
0 0 0 1 0 0 1
1 1 1 1 1 0 0 14 -6 2
_ 0 1 1 1 -1 1 0 . 13 -6 2
o 0 0 1 1 6 -3 1 14 -7 2
0 0 0 1 8 —4 1 8 —4 1
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Example 3.23 Given a map f: R3 — R3 by
f((l‘l,l‘g,il,‘?,)) = (2131 + 329 + 223,17 — x9 + 373,311 + X2 + 8.173)

1. Prove that [ is linear.

2. Find the kernel of f, and find all a € R, for which the vector (8,4,8a) belongs to the range
F(R?).

Y1
f((l’]_,l‘z,.’]}'g)) = ( Y2 ) = (
Ys

the map is clearly linear.

1. Since

1 3
1 -1
3 1

2. We reduce the matrix of coefficients
1 3 ~
1 -1 R2 = Rl - R2
3 1 R3 := R3 — 3R>

2
3
8
1 3 2
0 4 -1
0 4 -1 R31:R3—R2

O O =
O = W
|
O = N
\—/

EXPERIENCE THE POW

FULL ENGAGEMENT...

RUN FASTER.
RUN LONGER..
RUN EASIER...
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The rank is 2, so dimker f =3 — 2 = 1, and the elements of the kernel satisfy
r1 + 3xy = —2x3, 4ro = T3.

Using the parametric description z3 = 4s, we get 2 = s and
r1 = —3xy — 2x3 = —3s — 8s = —11s,

thus
ker f = {s(—11,1,4) | s € R}.

It follows from

1 3 2 8 ~ 1 3 2 8
1 -1 3 4 Ry :=R; — Ry 0 4 -1 4
3 1 8 8a R3 = R3 — 3R2 0 4 -1 8a — 12
1 3 2 8
R3 = R3 — RQ 0 4 -1 4 ’

00 0| 8 —16

that (8,4,8a) € f(R?), if and only if the rank of the total matrix is 2, i.e. if and only if 8a—16 = 0,
from which a = 2.

Example 3.24 Let f : R? — R3 denote the linear map, which in the usual basis of R3 is given by
the matriz

4 —-11 -3
F=|1 =2 0
1 -4 -1

Furthermore, let
b; =(1,0,1), bs=(1,1,1), bs=(-3,-1,0)
be given vectors of R.
1. Prove that
f(b1) =ba, f(b2) =—bi+bs, f(bs)=—ba.
2. Prove that (b1, bg, b3) is a basis of R3.

Find the matriz of f with respect to this basis, and find the dimension of the range.

1. We get by direct computation,

4 —-11 -3 1 1
fby = [1 =2 o 0o |=| 1]=b,,
1 —4 -2 1) -1
4 —-11 -3 1 —4 -1 -3
f(bz) = 1 -2 0 1 = -1 = 0 + —1
1 —4 =2 -1 -1 -1 0
= —by + bg,
4 —-11 -3 -3 —1
f(bg) = 1 -2 0 -1 = -1 = —bs.
1 —4 =2 0 1
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2. It follows from

1 1 -3 1 1 -3 Lo
by by bs/=|0 1 —1|=|0 1 -1 :‘_2 3‘:17&0,
1 -1 0 0 -2 3

that (by, by, b3) is a basis of R3.

According to 1) the matrix of the map is

0 -1 0
Fop=| 1 0 -1
0 1 0

Clearly, this matrix has rank 2, hence the dimension of the range is 2.

Example 3.25 Let f : R* — R? be a linear map, where the corresponding matriz with respect to the
usual bases of R* and R? is given by

1 -2 0 a
Fee = 3 -6 1 b |, where a, b, ¢c € R,
-2 4 1 c

and where f(1,—-1,-2,1) = (2,8, —2).
1. Find a, b and c.

2. Find a basis of the range f(R*), and find the coordinates of the image vector (2,8, —2) with
respect to this basis.

1. It follows from

1 -2 0 a . a+3 2
3 -6 1 b Sl=lerr = 8,
2 41 ¢ ) c—8 —2

thats a = —1, b =1 and ¢ = 6.

2. Then by reduction,

1 -2 0 -1 ~ 1 -2 0 -1
3 —6 1 1 Ro:= Ry — R1 + R3 0 0 2 8 1,
-2 4 1 6 R3 := R3 + 2Ry 0 0 1 4

which clearly is of rank 2, so dim f(R*) = 2.

Since already (2,8, —2) € f(R*), we shall only choose any other column of the matrix in order
to obtain a basis, e.g.

a; =(2,8,-2) and ay;=(0,1,1).

Then the coordinates of (2,8, —2) with respect to (aj, as) are of course (1,0).
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Example 3.26 A linear map f : R3 — R* is given by

f((l,0,0)) = (27 1,0, 1)7 f((lv 170)) = (3727 1, 1)7 f((ov 172)) = (37 -1, _574)'

1. Find the matriz of f with respect to the usual bases of R? and R*.
2. Find the dimension and a basis of the kernel ker f.

3. Find the dimension and a basis of the range f(R3).

1. Let a; = (1,0,0), az = (1,1,0) and a3 = (0,1,2). Then

=240,

O = =
N = O

1
|a1 an ag‘ = 0
0

thus (a;, as,a3) is a basis. Clearly,

2 1
Fea = and Mg, = 0 1 1 ,
0 1 =5 00 2
1 1 4
where
1 1. 01 0 O ~
(Mea‘I) = 0 1 1 0O 1 0 R1 Z:leRQ
0 0 0 0 1/ Rs:=Rs/2
1 0 -1|1 -1 0 ~
0 1 1 0 1 0 R1 21R1+R3
00 1,0 0 3/ R :=Ry—Rs
10 01 -1 %
01 0|0 1 —? ,
0 0 1]0 0 5
thus
1 2 -2 1
1\4ae—<1\aea)*1_5 0 2 -1
0 0 1
We get by insertion
2 3 3 1 1 1 2 1 1
- - 1 2 -1 _i - 1 1 -1
Fee - FeaMae - O 1 _5 8 (]j i - 0 1 _3
1 1 4 2 1 0 2
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2. (Actually point 3.) We get by reduction,

~

Fee: RQ::RQ_RZL 9
01 =3 22t R, 00 0
1 0 2 S B 00 0

R4 Z:Rl—Rz—R4
from which follows that the rank is 2, thus dim f(R3) = 2, and a basis is e.g.

{(27 1’07 1)7 (1’ 1’ ]" 0)}'

3. (Actually point 2.) It follows from
dimV = dimR? = 3 = dimker f + dim f(R?®) = 2 4 dim ker f,
that
dimker f = 1.

Then by the reduction above, choosing r3 = s as parameter we get x1 = —2x3 = —2s and
x9 = 3s for x € ker f, i.e.

ker f = {s(—2,3,1) | s € R},

and a basis vector is e.g. (—2,3,1).
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Example 3.27 Given in the vector space P2(R) the vectors
Pi(z)=1+2—12% Pyz)=2+z—2° Pyz)=1-—2>

Furhtermore, let f : Po(R) — Po(R) be the linear map, which is given in the monomial basis (1, x,2?)
of P3(R) by the matriz

1 6 4
From = 1 3 3
1 -4 -3

1. Prove that (Py(x), Py(x), P3(x)) is a basis of Po(R).

2. Write f(6 — x — 222) partly as a linear combination of 1, x and x?, and partly as a linear

combination of Py(x), Pa(x) and P3(x).

1. The coordinates are in the monomial basis

P(z) = 1+x—22 ~ (1,1,-1),
Py(z) = 24z—2% ~ (2,1,-1),
Py(z) = 1— 22 ~ (1,0,-1).
It follows from
1 2 1 1 2 1 11
1 1 0l=|110]|= ‘ 01 ‘ =140,
-1 -1 -1 010

that {P;(z), P2(x), Ps(x)} is a basis of Py(R).

2. Since 6 — x — 222 ~ (6, —1, —2), we find in the monomial basis

1 6 4 6 -8
1 3 3 -1 = -3 ],
1 -4 -3 -2 4

thus
f(6—x—2x%) = -8 — 3z + 42>
Then it immediately follows that

—Pi(z) + P2(x),
= Pi(z) — P3(x),

22 = 1-— P3(.13) = —P1(x) + Pg(.]? = —Pg,(x),
hence
f(6—z—222) = -8 - 3 + 422
= 8P1($) — 8P2($>
—3P1 (JZ) + 3P3(l‘)
= Pl(.Z) — 4P2(1') — Pg(éﬂ),

and the coordinates are (1, —4,—1) with respect to the basis {P;(z), Pa(x), P3(x)}.
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Example 3.28 Let f be a linear map of R? into itself. The vectors by = (—1,1,1), by = (1,0, 1)
and bz = (0,1,1) form a basis of R3, and the matriz of f with respect to this basis is

1 0 1
1 10
-1 2 1
Find the matriz of f with respect to the usual basis e1, ez, e3.

It follows from the given conditions above that

-1 1 0
Mep = 1 0 1
1 -1 1
Then by a reduction,
-1 10|10 0\
Rl 5:—R1
Mep | I) = 1 0 1 1 0
( b| ) 1 -1 1 00 1 R22:R1+R2
Rs:= R+ R3
1 -1 0| -1 0 O ~
0 1 1 1 1 0 R1::R1+R2—R3
0 0 1 1 0 1 R2 ::R27R3
1 0 0 -1 1 -1
010 01 —1],
0 0 1 1 0 1
hence
-1 1 -1
Mpe = (Mep) ' = 01 -1
1 0 1
Then
Fee = MebFbbMpe
—1 1 0 1 0 1 -1 1 -1
= 1 0 1 1 1 0 01 -1
1 -1 1 -1 2 1 1 0 1
01 -1 -1 1 -1 -1 1 =2
= 0 2 2 01 -1 = 2 2 0
-1 1 2 1 0 3 0 2
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Example 3.29 Given in the vector space P2(R) the vectors
Py(z)=1, Pi(z)=1—-z, Py(z)=1-2z+ %xQ.
Let a map [ : Pa(R) — Po(R) be given by
f(P)=P +2P, P € Py(R),
where P’ is the derivative of P.
1. Prove that (Py(x), Py (), Pa(x)) is a basis of Po(R).

2. Prove that f is linear.

3. Find the matriz of f with respect to the basis (Py(x), Pi(x), Ps(x)).

1. It follows from

= .P()({E)7
= 17P1(.’E):P0(1’)7P1(I’),
w2 = 2Py(x) —2+4x

QPQ(J}) - 2P0(.’L') + 4P0(.’13) - 4P1(.’17)
= 2P0((E) —4P1($)+2P2(£L’),

that the monomial basis can be expressed by Py(x), Pi(z), Pz(x), hence the set

{Po(x), Pr(z), Pa()}

also forms a basis of Po(RR).
ALTERNATIVELY the coordinates are
1
P()(J?)N(l,O,O), Pl(x)N(15_170)7 PQ(x)N (la_Qa _) )

and

which also shows that {Py(x), Pi(x), P2(z)} is a basis.

2. If P, Q € P3(R), and X\ € R, then

F(P+AQ) = (P+2Q) +2(P+)Q)
{P'+2R} + MQ' +2Q} = f(P) + M f(Q),

proving that f is linear.
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3. Since
f(Py) = Py+2Py=2P,,
f(P) = Pl +2P =—1+2P =—P,+2P,
f(PQ) = P2/+2P2:72+T+2P2($):717(17T>+2P2(T):7P07P1+2P2,

we get the matrix

2 -1 -1
0 2 -1
0 0 2

with respect to the basis (Py, P1, P2).
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Example 3.30 Let a map f: Po(R) — Py(R) be given by

f(P(x)) = (x —1)P'(x) —xP(1).
1. Prove that [ is linear.

2. Find the matriz of f with respect to the monomial basis (1,z,x?%).

1. If P, @ € Po(R) and A\ € R, then

f(P(z) + 2Q(x)) = (z — D{P(2) + \Q(z)} — 2{P(1) + AQ(1)}
={(@ - DP'(z) —2P()} + M(z - 1)Q"(z) — zQ(1)}
= f(P(x)) + Af(Q(x)),

and f is linear.
2. Since

faQy = (x-1)-0—2-1=—x,

flz) = (z-1)-1—2-1=-1,

f(z?) = (z—1)-20—z-1=—3z+ 227

the corresponding matrix is
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Example 3.31 Given the matriz

1 0 —a 0
0 1 0 2
A= -1 0 1 0
0 1+4+a 0 1

1. Find det A for every a.

2. Solve for all real a and b the equation

I 0
€T9 o b
A I3 o 0
XTq b

3. In the matriz A we put a = 1. Then we get another matrizx A1. We consider in the following
the linear map f : R* — R*, which is given in the usual basis e1, ea, €3, e4 by the matrix

y = Ax.

The subspace V' of R*, which is spanned by e, and es, is by f into a subspace f(V) of R*. The
subspace W of R*, which is spanned by ey and ey, is mapped by f into some subspace f(W) of
R,
Prove that f(V) CV and that f(W) =W.

4. Find the eigenvalues and the corresponding eigenvectors of the map f.

5. Find a regular matriz V and an diagonal matriz A, such that

A=VIAV.

1. We get by some reductions,

1 0 —a 0 1 0 —a 0
1 0 2
0 1 0 2 0 1 )
L 10/ lo 0 1-a 0|~ 12 16a ?
0 1+a 0 1 0 1+a 0 1 “
1 2
= —(a—1) l+a 1‘(@1){122@}(@1)(2a+1).

1
It follows that det A = 0, if and only if either a =1 or a = —5

1
2. Ifa#1and a # 5 then the solution is unique, and we get the reductions

1 0 —a 0]0 1 0 —a 0 0
0 1 0 2| b 01 0 2 b
Alb)=1 g 1 olo |7l o0 o0 1-a 0 0 '
0 14+a 0 1 b 0 0 0 —1—2a —ab
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hence

ab andas — b — 2ab _ b
1+2a 27" 1% 20 1424

r1=23=0 and x4 =

The unique solution is
b ab
=10,—,0,——— | .
* (’1+2a’ ’1+2a>

If @ = 1, then we get the reductions

(A|b)=

O = O
oo RO
O = O =
= o NN O
oo ot O
[l e RN an
O O = O
SO O =
O~ OO

|

(=

In this case we have infinitely many solutions,

x = (0,-b,0,b) + (s,0,s,0), s €R.

1
If a = —5 then we have the reductions

(A|b) =

= O = O
O = ON=
— o NN O
SO o O
o O O =
O = = O
_o o o
S NN O
o

1
0
-1
0

If b # 0, then there are no solutions.

If b = 0, we get infinitely many solutions,

x = (0,2s,0,—s) = s(0,2,0,—1), s€eR.

3. The matrix A is

1

0

A= -1
-1

N OO = O
O~ = O
_ o o O

It follows that
Aje; =e; —e3 and Aje3=-—e; +e3=—Ajeq,
thus

f(V)y={s(e1 —e3) | seR} C V.
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Furthermore,
Ajes =e; and Ajeq = 2es + ey,
hence

f(W) = span{es,2e; +e4} = span{es,es} = W.

4. We compute the characteristic polynomials,

1—A 0 -1 0
0 1-A 0 2
det(A1 — /\I) = 1 0 1\ 0
0 2 0 1-A
- 0 —-A 0

0 3-X 0 3—-A
-1 0 1-A 0

0 2 0 1-2X

10 1 0

01 0 1

= M=) ) g 120 o
02 0 1-2x

10 1 0

01 0 1

= AA=31 g g 2-» 0
00 0 —1-2\

= A=A —2)(A+1)

M=0, do=2 N=-1, \=3.

For A1 = 0 we get the reduction

1 0 -1 0 1 0 -1 0
RN
0 2 0 1 0 0 0 0
hence an eigenvector is e.g. vi = (1,0, 1,0), where ||v{|| = V2.
For Ay = 2 we get
—1 0 —1 0 1 01 0
N SN
0 2 0 -1 00 0 O
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hence an eigenvector is e.g. vy = (1,0, —1,0), where |v3|| = v/2.

For A3 = —1 we get

2
0
Ar=XI=| |
0

hence an eigenvector is e.g. vz = (0,1,0, —1), where ||v3| = /2.

For Ay = 3 we get

-2
0
-1
0

A —NI=

DO NN O
SN O
N O N O
O OO
o O = O
O = O O
OO = O

0 -1 0 100 0
-2 0 2 010 -1
0 -2 o] ]loo1 o0
2 0 -2 000 0

An eigenvector is e.g. v4 = (0,1,0,1) where ||v4| = /2.

360°
thinking.

Discover the truth at www.deloitte.ca/careers

Deloitte.

© Deloitte & Touche LLP and affiliated entities.
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5

. It follows that

Sl -
[\
O = O =

\
O = O

0 0 00 00
11 02 0 0
00 med A=190 _1 o
-1 1 00 0 3

Example 3.32 . A linear map f : R* — R* is in the usual basis of R* given by the matriz equation

where a 1s a real number.

1

2.
3.

Y1 a a 2—a da’—a T
Y B 0 a 0 2—a To
ys | | 2—a a®*—a a 202 — 3a xg |’
Y4 0 2—a 0 a T4

. Find the characteristic polynomial of f, and prove that A = 2 is an eigenvalue of f.

Find for every a the dimension of the eigenspace corresponding to the eigenvalue A = 2.

Find all a, for which one can find a basis of R* consisting of eigenvectors of f.

. Prove for a = 0 that there exists an orthonormal basis of R* (with the usual scalar product)
consisting of eigenvectors eigenvectors of f. Find such basis, and also the matriz equation of f
with respect to this basis.

. The characteristic polynomial is

det(A — AI)

a— A a 2—a d’*—a

0 a— A\ 0 2—a
2—a a’>—a a—X 2a®>—3a
0 2—a 0 a— A
2—A a? 2— )\ 3ad®>—4a
0 a— A\ 0 2—a
2—a a2—a a—X\ 2d%2-—3a
0 2—a 0 a— A

2—\ 2—)X 3a®—4a
(@a—N)|2-a a—X 2d*—3a
0 0 a— A\

2—A a? 2— A
+(2-a)| 2—a a*—a a—\
0 2—a 0

9l 2=X 2—=X\ ol 2—=X 2—X
(A—a) 2—a a—)\‘_(a_2) 2—a a—)\‘
9 9 1 1
{()\—a) (a2)}(2—)\)‘2_a a—)\‘

A=2)A—2a+2)(2—N)(a—)X—2+a)
(A —2)*(\ — {2a — 2})2
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The eigenvalues are A\; = 2 and Ay = 2a — 2, both of algebraic multiplicity 2, if a # 2.

If a = 2, then A\ = 2 is of algebraic multiplicity 4.
2. If A =2 and a # 2, then we have the reductions

a—2 a 2—a a*—a a—2

_ a _
0 a—2 0 2—a 0 1 0 -1
2—a a’>—a a—2 2d*>-3a ~ 0 a? 0 3a® — 4a

0 2—a 0 a—2 0 0 0 0
a—2 a 2—a a’> —a a—2 a 2—a 0
0 1 0 -1 0 1 0 -1
- 0 0 0 4(a?—a) |~ 0 0 0 ala—1)
0 0 0 0 0 0 0 0

If a # 2 and a # 0, a # 1, then the rank is 3, hence the dimension of the eigenspace is 4 —3 =1
with the eigenvector (1,0,1,0).

If a =0 or a =1, then the rank is 2, and then dimension of the eigenspace is 4 — 2 = 2.

If @ = 2, then we get instead,

02 0 2 01 00
00 0 O 00 0O
0 2 0 =2 0 0 0 1
00 0 O 00 00

which is of rank 2, so the eigenspace is of dimension 4 — 2 = 2.

3. According to 1) and 2) the algebraic and the geometric multiplicity do not agree for A = 2, if
a# 0 and a # 1.

The only possibility of such a basis, is therefore when either @ = 0 or a = 1. The case a =
0 is treated in 4), so here we consider a = 1. Then it follows from 2) that the eigenspace
corresponding to A = 2 is of dimension 2.

Then we check the other eigenvalue Ay = 2-1—2 = 0. Its algebraic multiplicity is 2. Furthermore,
we have the reduction

1 1 1 0 1 11 0
01 0 1 01 0 1
1 0 1 -1 0 0 0O
01 0 1 0 0 0 O
The eigenspace is of dimension 4 — 2 = 2, thus for a = 1 there exists a basis consisting of
eigenvectors.
4. Finally, we check a = 0. The two eigenvalues are A\; = 2 and Ay = —2, both of algebraic
multiplicity 2. Since
-2 0 2 0 1 0 -1 0
0 -2 0 2 0 1 -1
Ao =20 = 2 0 -2 0|7 loo o o
0 2 0 -2 0 0 0 0
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are two orthonormal eigenvectors corresponding to A\; = 2,

1 1
= —(1,0,1,0) and =—(0,1,0,1).
For Ay = —2 we instead obtain
2 0 2 0 101 0
0 2 0 2 01 01
Aot2l=1"H g 2 0 [~ 000 0|
0 2 0 2 0 0 0 O
so the two orthonormal eigenvectors corresponding to Ao = —2 are
L (1,0,-1,0) and L 0,1,0,-1)
= ——=.LYU, =1 a1 = = LU —1).
qas NG q4 NG
The matrix equation of f is now with respect to the basis qi, q2, qs, q4, given by
U1 2 0 0 0 1
Y2 _ 0 2 0 0 To
ys | [ 0 0 =2 0 T3
Ya 0 0 0 -2 Ty

Example 3.33 Let the map f : Vg3 — V;’ be given by

-,

f@) =Fxi+ (& )k+1,
where the three geometrical vectors (;, f, E) form an orthonormal basis of positive orientation.
1. Prove that f is a linear map.

2. Express [(i) f(;) and f(E) as linear combinations of i, j, IZ, and find the matriz F of f with

-

respect to the basis (i, ], l;)

3. Check if F can be diagonalized.

1. We infer from

F@E+N) = @F+MN) xi+(F+N))- Dk + (T + M)
= {Zxi+ @ Dk+T+ MG xi+ G Dk+ 7
= f(@) + (@),

that f is a linear map.
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2. Then by a computation,

f@ = ixi+ @ -NDk+i=1,
) = Fxi+(G-Dk+i=—k+k+j=7
FE) = kExi+(k-Dk+k=j+k

The corresponding matrix is
1 00
F=10 11
0 0 1

3. It is not possible to diagonalize F, because A =1 is of geometric multiplicity 2 and of algebraic
multiplicity 3. In fact,

F-I=

o O O
o o o
O = O

is of rank 1, hence the eigenspace is only of dimension 3 — 1 = 2.

ALTERNATIVELY we have a 1 just above the diagonal (Jordan’s form of matrices).

SIMPLY CLEVER SKODA

We will turn your CV into
an opportunity of a lifetime

- ’I.’.

‘i‘ *}gw g

Do you like cars? Would you like to be a part of a successful brand?
We will appreciate and reward both your enthusiasm and talent.
Send us your CV. You will be surprised where it can take you.
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Example 3.34 Let f : R* — R* be the linear map which with respect to the usual basis of R* is
given by the matrix

O DN = =
—_— o =) O
o= O O
_ o O O

and let g : R* — R* be the linear map, which with respect to the usual basis of R* is given by the
matrix

1 -1 2 0
0 2 0 =2
U= 0 0 2 0
0o 00 3

Consider also the composite map h = fog.

1. Find the vectors x and x, such that
fy)=b and h(x)=b,
where b = (1,5,4,-9).
2. Prove that
U =DL7,

where D is a diagonal matriz, and apply this result to prove that the matrixz of h with respect to
the usual basis of R* is symmetric and positive definit.

1. It follows from

1 0 0 0 Y1 Y1 1
| -1 100 y2 | _ | ity | _ 5
1) = 2 010 ys || 2vmtws | 4
0 -1 0 1 Ya —Yo + Y4 -9

that y = (1,6,2, —3).

From b = h(x = fog(x) = f(y) we get the equation ¢g(x) =y, thus

1 -1 2 0 € T — To + 273 1
(X) o 0 2 0 =2 X9 o 2372 — 233‘4 6
=10 02 o x5 | 2 1 2|
0 0 0 3 Ty 31y -3
hence x4 = —1 and z3 = 1, and whence x5 =3 + 24 = 2 and

$1:1+I‘272$3:1+272:1.
We infer that

x = (1,2,1,-1).
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2. The only possibility of D is a diagonal matrix, which has the same diagonal elements as U.
Then

100 0 1 -1 2 0
r 02 0 0 0 1 0 —1
DL™ = 00 2 0 0 01 0

00 0 3 0 0 0 1
1 -1 2 0
0 2 0 -2
- 0o 02 o]|=Y
0 00 3
and U =DLT.

The matrix of h is A = LU = LDL?, where clearly
\* T
AT — (LDL ) —LDLY — A,

hence A is symmetric.

The eigenvalues are the diagonal elements of D, i.e. 1, 2, 2, 3. These are all positive, hence A
is positive definite.
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Example 3.35 Given the matrices

2 1 10
(21 (A L) _ | 1201
A_<1 2) ‘mdM_<12X2 A>_ 102 1

01 1 2

1. Prove that
det(M — )\IQXQ) = det(A — ()\ — 1)12><2) det(A — ()\ + 1)I2><2)~

2. Then denote by f : R* — R* the linear map, which with respect to the usual basis of R* has M
as matrix.

Find the eigenvalues and the corresponding eigenvectors of f.
3. Find the dimension of the range of [ and a parametric description of the range.

4. Find a vector # 0, which is orthogonal to the range (with respect to the usual scalar product of
R*), and setup an equation of the range.

1. By insertion

B B A — )\ng Toxo
det(M — ALyyq) = det ( Ioyo A —Aoyo )

A—(A—1)Ixo )
= det
¢ ( | DY A — Maxo

— det A—(A—1DIsxo 0242 ) Iyxo Ioo }
0252 Iyo Iovo A — Aoy
A

I2><2 I2><2
det (A—)X — 1)Izx2) - det ( Ons A —(\—1)Isns )
det (A — ()\ — 1)12><2) - det (A - ()\ + 1)12><2) .

2. The roots of
2 — 1
det(Aubx)‘ N Q_M‘(u2)21(u1)(ﬂ3)

are p1 = 1 and ps = 3, hence M has the four eigenvalues
)\1+1:M1:1, dvs. )\1:0,
A+ 1=ps=3, dvs. Ay=2,
)\3—1:/11:1, dvs. )\3:2,
M—1=pu=3, dvs. =4

For Ay = 0 we reduce,

2 11 0 11 11 1 00 -1
1 20 1 01 1 2 010 1
M=MI=119 g9 1~ o1 10]|~lo0oo0o1 1
01 1 2 00 00 000 0
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An eigenvector is e.g. vi = (1,—1,—1,1).

For Ay = A3 = 2 we reduce,

01 1 0 100 1
100 1 01 10
M=XI=19 601~ 0000
01 1 0 00 0 0

Two linearly independent eigenvectors, which span the eigenspace, are e.g.

vy =(1,0,0,—1) and wv3=(0,1,—1,0).

For Ay = 4 we reduce,

2 1 1 0 00 0 0
1 -2 0 1 1 0 -2 1
M-MI = 1 0 -2 117102 —2 o0
0 1 1 -2 01 1 -2
1 0 -2 1 100 —1
01 -1 0 01 0 —1
00 1 -1 00 1 —1
00 0 0 000 0

An eigenvector is e-g. v4 = (1,1,1,1).

3. If we apply

Lo oo ~ L (1,001
ql_Q, ; 77q2_\/§ s Uy Uy ;

1 1
(0a17_170)7 q4 = 5(1a1a1a1)

Q3:ﬁ

as an orthonormal basis, the map is written in the form

000 0 1
(o200 Lo
F®=190 2 0 T3
00 0 4 L4

Clearly, dim f(R?®) = 3, and

f(RS) = span{va,vs,vs}
= {5(1,0,0,—1) +#(0,1,~1,0) + u(1,1,1,1) | 5, t, u € R}
= {(s+ut+u,—t+u—s+u)l|s, t, ueR}

4. Tt follows from the above that v; = (1,—1,—1,1) is orthogonal on the range, hence an equation
of the range is

Vi-X=x1 — X3 —x3+ x4 =0.
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Example 3.36 Concerning a linear map f : C3 — C? it is given that its eigenvalues are A1 = 1,
Ao = 1+i and A3 = 1 —i. The corresponding eigenvectors are vi = (1,1,0), vo = (0,1,7) and
V3 = (0, 1, —i).

1. Find the image vector f(w), where w = v+ va + v3, and find a vector v with the image vector
f(v) =(0,24,2i).

2. Find the kernel of the map, the dimension of the range, as well as the characteristic polynomial.

(Hint: Apply e.g. the matriz of f with respect to the basis (vi,va,Vv3)).

3. Find the matriz of f with respect to the usual basis of C3.

1. Given that

fvi)=vi, fve) = (L +0)va,  f(vs) = (1 —i)vs,

such that

fw) = f(vi)+ f(va) + f(va) =vi+ (L +i)va+ (1 —i)vs
(1,1,0) = {(1 +)(0,1,4) + (1 —4)(0,1, —i)}

(1,1,0) = 2Re{(1 +4)(0,1,7)}

(1,1,0) + 2Re{(0,1 +4,i — 1)} = (1, 1,0) +2(0,1, 1)
(1,3,2).

We infer from

(O, 21, 2i) = ’L'(Vg + V3) + (V2 — V3) = (1 + i)VQ — (1 — i)V3
= f(va) = f(vs) = f(v2 —v3),

that v = vy —v3 = (0,0, 2).

2. The range is of dimension 3, because all three eigenvalues are simple. Thus, the kernel must be

{0}
The characteristic polynomial has the eigenvalues as roots, so it is given by

(A= M)A = A2)A = Ag) = A= (A= 1= )(A—1+1)
= (A=1D(A2=23+2) =M —3X2 44\ -2,

where we in practice should keep the factorization.

3. It follows from

1 1
(17070) = Vi - ?VQ - %V?n
(0,1,0) = A + AL
(3 (3
(0707 1) - - EVZ + §V37
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that
fley) = vi— %(1 +i)vy — %(1 —i)vz =vy; — Re(l+1i)vy
= (17 ]->0) - RG(O, 1+ 7’77' - 1) = (17 170) - (07 ]-a _1) = (1707 1)3
flea) = %(1 +i)vo + %(1 —i)vg = Re(l+1i)vy = (0,1,-1),
fles) = —2(1+iva+ 2(1—i)vs = — Re(i(1 +i)v2)

— Re(0,i—1,—1 —i) = (0,1,1).

The columns of the matrix are f(e1), f(e2), f(e3), hence

1 0 0
M=10 1 1 ).
1 -1 1

Ijoined MITAS because e e

I wanted real responsibility www.discovermitas.com

I was a construction
SUPErvisor in

the North Sea
advising and

ern  Nelping foremen
solve problems

MAERSK
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Example 3.37 Consider the vector space R* with the usual scalar product, and the linear map
f:R* = R*, which with respect to the usual basis of R* is given by the matric equation

Y1 3 -3 -1 1 T
Y2 . 1 3 -3 -1 X9
Y3 - -1 1 3 -3 T3
Yq -3 -1 1 3 Ty

1. Find the kernel of f and the dimension of the range f(R*).

Prove that every vector of ker f is orthogonal on every vector from f(R*), and then infer that

fRY ={y eR*| (x,y) =0 for alle x € ker f} .

2. Prove that the vectors
1
5

1 1
q1 = _17 1a _15 1), q2 = 5(_17_17 1) 1), q3 = 5(_17 1a 1a _1)7

form an orthonormal basis of the range f(R*).

Find a vector qu, such that (q1,q2,q3,q4) is an orthonormal basis of R*.

Co

- Express f(au), f(q2), f(as), f(qs) as linear combinations of qi, 42, 93, qa-
Find the matriz of f with respect to the basis (q1,q2,93,d4)-

4. Find all the eigenvalues and the corresponding eigenvectors of f.

(Hint: One may apply the result of 3)).

1. The sum of all columns is 0, hence (1,1, 1,1) belongs to ker f.

Then we get by reduction

3 -3 -1 1 1 3 -3 -1
A 1 3 3 -1 | [0 -12 8 4
-1 1 3 -3 0 4 0 -4
-3 -1 1 3 0O 0 0 0
1 3 -3 -1 10 -1 0
0 3 —2 —1 01 0 -1
“ 101 o -1]71oo0o -2 2
00 0 0 00 0 0
1 00 -1
01 0 —1
1001 -1
000 O

which is of rank 3, so dim f(R*) = 3, and
ker f ={s(1,1,1,1) | s e R}

is of dimension 1.
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The range is spanned by the columns of A. The sum of the rows is 0, hence every column is
orthogonal to (1,1,1,1) € ker f, whence

fRY) ={y eR"| (x,y) =0 for alle x € ker f } .

1
2. It follows immediately by choosing q4 = 5(17 1,1,1) € ker f that

(qi,q4) =0 fori=1, 2,3,

because the sum of the coordinates of each q;, i = 1, 2, 3, is 0. This implies that qi1, g2, q3 all
lie in the range. Clearly, they are all normed, and since

1

<q1,(]Q> = 1(1—1—14-1):0,
1

<q17q3> = 1(1—’_1_1_1):0,
1

<q2,q3> = i(l—l—}—l—l):O,

they are even orthonormal. It follows by choosing q4 that q1,q2,qs,q4) is an orthonormal basis
of R*.

3. Now,
3 -3 -1 1 -1 —4
1 1 3 -3 -1 1 1 4
fla) = 5| .1 1 3 _3 1| T —a | T
-3 -1 1 3 1 4
3 -3 -1 1 -1 0
1 1 3 -3 -1 -1 1 -8
f(q2) - 5 -1 1 3 —3 1 - 5 0 —4Q2 —4(137
-3 -1 1 3 1 8
3 -3 -1 1 -1 -8 —4
1 1 3 -3 -1 1 1 0 0
f(q?)) - 5 -1 1 3 -3 1 - 5 8 - 4 - 4(12 + 4Cl37
-3 -1 1 3 -1 0 0
flas) = 0.
The matrix with respect to this basis is
4 0 0 O
0 4 4 0
M = 0 -4 4 0
0 0 0 O

4. We have that \; = 4 with the eigenvector q;, and Ay = 0 with the eigenvector q4.

Any other possible eigenvector must be of the form q = q2 + aqs. We infer from 3),

fla = fla2)+af(as) =4qs — 4q3 + 4aqs + 4aqs
= 4((}( + l)qg + 4(0& — 1)q3
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The eigenvalue is A = 4(a + 1), and the requirement is here that

a-4(a+1)=4(a—-1),

2

thus a2 + o = a — 1, hence o> = —1, and whence o = +3.

Thus we have two complex eigenvalues. We shall, however, only work in R in this example, so
we find that

q; where Ay =4 and q4 where Ay =0

are the only (real) eigenvectors with ncorresponding real eigenvalues.

Remark 3.1 For Ay =i we get the complex eigenvector

(=1 —i,—1+i,141i,1—1).

| =

q2 +iqs =
For A3 = —i we get the complex eigenvector
. 1 . . . .
qs — iq3 = 5(71+Z,7171,171,1+Z).

They are of course complex conjugated. ¢

~
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Example 3.38 Given in R* the vectors

Vi = (1’2343 _2)7 V2 = (130333 _2)7 V3 = (_L 17 _375)7

vy =(-1,0,-3,1), and vs=(-1,4,-2,7).

1. Prove that vi, va, V3, V4 is a basis of R*, and find the coordinates of vs with respect to this

basts.
2. A linear map f : R* — R* is given by
f(vi) = vi+va, f(v2) = —vi + va,
f(v3) = vz + va, f(va) = —v3 +va.
Find the matriz of f with respect to the basis vi, Va, V3, v4, and find the coordinates of f(vs)
with respect to basis vi, Vg, Vi, V4.
3. Prove that f does not have eigenvectors.
4. Prove that f maps the subspace U, spanned by vi and vy onto U.

1. Let us check if we can solve the equation
TV +Yyve + 2vy +1vy = v,

i.e. in matrix formulation

1 1 -1 -1 T -1
2 0 1 0 y | 4
4 3 -3 -3 z | | -2
-2 =2 5 1 t 7
We reduce,
1 1 -1 -1 -1 11
2 0 1 0 4 2 0
(Alb) = 4 3 =3 3| =2 |7 10
-2 =2 5 1 7 0 0
10 0 0 1 1 0 0
01 -1 —-1]| =2 01 0
0 0 1 0 2 0 0 1
0 0 3 —1 5 0 0 O
1 0 0 0] 1
01 0 0|1
0 01 0] 2
00 0 1|1

From this we infer two things:

(a) Since the matrix of coefficients has rank 4, the vectors vi,
dent, thus they form a basis of R*.

-1 1| -1
1 0 4
0 0 1
3 -1 5
0 1

-1 0
0 2

-1 -1

Vo, V3, V4 are linearly indepen-
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(b) In this basis the coordinates of vs are (1,1,2,1).

2. The matrix is

1 -1 0 0

1 1 0 0
M= 0 o1 -1 )°

0 0 1 1

and the coordinates of f(vs) are

1 -1 0 0 1 0
1 10 0 I I )
0 01 —1 2 |71 |
0 01 1 1 3

thus

f(V5) ~ (0727 ]-73)
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3. The characteristic polynomial is
{A=1)2+1)

with the two complex double roots A = 1 4+ ¢. There are no real eigenvalues, hence f does not
have eigenvectors.

4. This is obvious, because the image vectors v + v4 and —v3 4 v4 lie in U and they are linearly
independent. Now, U has dimension 2, so f(vs) and f(vy4) also span U.

Example 3.39 Let d and b be given vectors of Vg3, for which
@ =16l =Vv2 and @-b=1.
We define a map f : Vg3 — Vg3 by

—

f(@)=dxz+(a-2)b forfEV;.
1. Prove that f is a linear map.
x b,
Ezplain why d, 5, ¢ form a basis of the vector space VQS, and find the matriz of f with respect to
this basis.

2. Now, put ¢=a

3. Find all eigenvectors of f, expressed by the vectors d and b,

4. Find the range f(V}).

1. It is obvious that f is linear:
FE+N]) = @x(@+MN))+ @ {2+ \})b
= ax X

= f(@)+A®).

2. Tt follows from @-b = 1 # 2 = |@%2 = |b|?, that @ and b are linearly independent, hence & # 0,
and @, b, ¢ are linearly independent, so they form a basis of V.

Using @ - @ = |@|* = 2 we compute

f@ = axa+ (a ab=2b,

f(b) = axb+(@-bb=>b+¢

f(@) = ax@xb) + (@ (@xb)b
= (@-b)a—(a-ab+0=a-—2b,

hence the matrix with respect to the basis d, 5, cis

0 0 1
A=| 2 1 -2
0 1 0
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3. The characteristic polynomial is

“A 0 1
det(A — AI) = 21—\ -2
0 1 -\

1-X -2 21—\

e A P

= “MAMA-1D)+2}+2=-X+X1-21+2
= —(A=-1D{N+2}L

It follows that A = 1 is the only real eigenvalue. It follows from the reduction

-1 0 1 1 0 -1
A-I= 20 -2 |~ 01 -1
0 1 -1 0 0 0

that the coordinates of the eigenvector is (1,1, 1), hence
it+b+e
is an eigenvector.

4. Clearly, A is of rank 3, so the range is all of Vg3,
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Example 3.40 A linear map f : R* — R* is with respect to the usual basis of R* given by the matriz

0 5 -4 -2
5 0 -2 4
F=1 4 2 0o -4

2 -4 4 0

1. Prove that the kernel ker f has dimension 2, and that the vectors

1
q1 = 7(07 27 27 ]-)

1
3 and q2 = 7(2707_172)

3
form an orthonormal basis of ker f (where we use the usual scalar product of R*).

1
2. Prove that q3 = 5(2, 1,0, —2) is orthogonal on every vector of ker f.

3. Find the vector qq, such that (qi,qz,q3,q4) is an orthonormal basis of R%.

4. Find f(as) and f(q4), and the matriz of [ with respect to the basis (q1,d2,q3,d4)-

1. First we reduce,

0 5 —4 -2 1 3 -2 -2
P -5 0 -2 4| | -5 0 -2 4
4 2 0 -4 -1 2 -2 0
2 —4 4 0 2 —4 4 0
1 3 -2 -2 1 3 -2 -2
0 15 —12 —6 05 —4 -2
~ 0o 5 -4 —2|"1oo o o]l
0 -10 8 4 00 0 0

which is clearly of rank 2, so the kernel is of dimension 4 — 2 = 2.

CHECK:
0 5 —4 -2 0 10-8-2 0
WFa — | 5 0 -2 4 2| | o—4+4 | | o0
Q= 4 2 0 -4 2 | 7| 4+40-14 0
2 4 4 0 1 —8+8+0 0
and
0 5 —4 -2 2 0+0+4—4 0
SFa. | 5 0 -2 4 0| | —-10+0+2+8 0
A= 4 2 0 -4 -1 |~ 8+0+0—38 N E
2 —4 4 0 2 44+40—-4+0 0

hence both q; and g2 belong to ker f. Since

1
ql'Q2:§(0+0—2+2)=0,
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they are orthogonal and in particular linearly independent, so they span ker f. Since

lanlf =

VIFITT= e =1,

the vectors qi, qo form an orthonormal basis of ker f.

2. Obviously, ||q|| = 1. Since

1

1
= 5(04+2+0-2)=0andqs-qp = 5(4+0+0—4) =0,

the vector qs is orthogonal to both q; and qs, hence to all of ker f.

3. If we choose v = ey, then clearly e; is linearly independent of q1, g2, q3. Then we get by using
the Gram-Schmidt method,

e; — (91 : (h)(h - (81 ‘Q2)QQ - (61 'CIB)CIS

2
=(1,0,0,0) — 5(4,17

2 2
= (1,0,0,0) ~ 5(2.0,-1,2) = 5(2,1,0,-2)

2
—1,0) = 5(1,-2,2,0).

1
This vector is orthogonal to qi, q2, q3. We get by norming q4 = 5(1, —2,2,0).

4. Here,

f(as) = Maqy

and

f(as) =Mq, =

0 5 —4 -2 2
1{ -5 0 -2 4 1
3 4 2 0 —4 0

2 -4 4 0 -2

0 5 —4 -2 1
1{ -5 0 -2 4 -2
3 4 2 0 -4 2

2 4 4 0 0

—_

w

~18
18 | =Y

—18

-9
0 = _9q3

18

Since f(q1) = f(q) = 0, the matrix of f with respect to the basis (q1,q2,q3,q4) is given by

o O O

o o oo
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Example 3.41 A linear map f : R* — R* is with respect to the usual basis of R* given by the matriz

1 0 0 -3
2 3 0 3
F= -2 -1 2 -3
0 0 0 4

1. Prove that the kernel ker f is of dimension 0.

2. Find the eigenvalues of f, and show that there are two of the eigenvectors which form an angle
of %, another two which form an angle of Z, and two which form an angle of g We assume

here that the vector space R* has the usual scalar product.

3. Prove that it is possible to choose a basis of R* from the set of eigenvectors and find the matriz
of f with respect to this basis.

4. Find a regular matriz V and a diagonal matriz A, such that V"'FV = A.

1. The characteristic polynomial of F is

1—A 0 0 -3

=X 0 0
det®-an = | 2 0T 0 B o won] 2 soa o
0 0 0 4-) 2 b2

= A=1DA=2)(A=3)(A—14).
Since A = 0 is not a root of this polynomial, the kernel ker f has dimension 0.

2. The eigenvalues are \;1 = 1, Ay =2, A3 = 3 and \y = 4, are all simple.

For \{ = 1 we reduce

0O 00 3 00 0 1

2 20 3 2 2 0 0
F-MI = 2 -1 1 =37 1o0o 110

0O 0 0 3 0000

00 0 1

10 -1 0

01 10

00 00

An eigenvector is vi = (1, —1,1,0) and its length is v/3.

For Ay = 2 we get

-1 0 0 -3
2 10 3
F-oll=f -1 0 -3
0 0 0 2
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with the obvious eigenvector vo = (0,0, 1,0).

For A3 = 3 we get

-2 0 0 -3
2 0 0 3
-2 -1 -1 =3
0 0 0 1

F-X\l=

with the obvious eigenvector vz = (0, —1,1,0) of length /2.

For A4 = 4 we reduce

-3 0 0 -3 1 0 0 1

2 -1 0 3 0 -1 0 1
F-MI = 2 -1 -2 3710 -1 —2 -1

0 0 0 0 0 0 0 0

100 1

01 0 —1

00 1 1

000 0

where the eigenvector is v4 = (1,—1,1, —1) of length 2.
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Thus
A=1 - L -110
) q1 \/g ) s LY,
Ag = 2, q2 = (0707 130)a
1
)\3 = 37 qs = 1%(01 ]-7 170)7
A =4, qs = 5(1,—1,1, 1)
Then
! L y- \/5
q1 (12—\/? q1 CI3—\/6 = 3
1 V3 1
= ——=(14+141) = 22, Qs = —=,
q1 - d4 2\/3( ) D) qz2 - g3 /2
1 1 (42) = 1
q2 - q4 5 Qa3 - q4 o) ok
3
Since cos % = %, the angle between q; and q4 and %
. s 1 .
Since cos — = —, the angle between q3 and q4, and between g2 and q3 is —.
4 /2 4
. s 1 . T
Since cos 3= 3 the angle between q2 and q4 is 1

3. The claim follows from that qi, q2, q3, q4 span all of R".

The matrix is

SO O
o o N O
o w o o
_ o O O

4. We still have to find V. The columns of V are q1, q2, q3, q4, hence

N[ DO D= N[ =

<
[
o S-S-8-
o~ o o
|

<:>§|'_‘§|H o
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Example 3.42 A linear map f : R? — R? has the matriz (with respect to the usual basis of R3):

4 -8 12
A= -1 2 -3
-2 4 —6

1. Find parametric descriptions of the kernel ker f and the range f(R?).
2. Find all eigenvalues and corresponding eigenvector of f.

3. Ezplain why A cannot be diagonalized.

1. We get by reduction,

4 -8 12 1 -2 3
A= -1 2 -3 |~10 0 0
-2 4 —6 0 0 0

which is of rank 1, so ker f has the dimension 3 — 1 = 2. A parametric description is

0=1(1,-2,3) (z,9,2) =z — 2y + 3z.

Putting v = (4, —1, —2), it follows that A = (v —2v 3v), thus the range is

fR® = {av—2yv+3zv|a,y, 2z € R}
= {(r—2y+32)v]x,y, z€R}
= {sv|seR}

2. The characteristic polynomial is

4-x -8 12 A—4 8 —12
det(A—AI)=| -1 2-X -3 |[=—| 1 A-2 3
—2 4 —6-2A 2 -4 A+6

= {(A—4)(A—2)(A+6)+48+48+24)\— 48+ 121 — 48 —8\— 48}
=—{(A* = 6A+8) (A+6)+ 28\ — 48}
= —{A% —36A+ 8\ +48 + 28\ — 48} = —\%,

hence X\ = 0 is a root of algebraic multiplicity 3, and only of geometric multiplicity 2.

The kernel ker f is equal to the complete set of eigenvectors.

3. Since the algebraic and the geometric multiplicities are not equal, A cannot be diagonalized.
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Example 3.43 Let a be a real number. A linear map f : R? — R3 is assumed to satisfy
fvi) =va, f(vi—va)=a(vi—v), f(v3)=vs,

where
vi=(1,1,1), vo=(1,1,0), wv3=(1,0,0)

are vectors in R3.

Furthermore, given the matrix

0 —a O
B = 1 a+1 0
0 0 1

Prove that (vi,va,v3) is a basis of R3.
Ezplain why B is the matriz of f with respect to the basis (v1,va,Vs).

Find the eigenvalues of B.

e v =

Show that B is similar to a diagonal matriz when a # 1, while B cannot be diagonalized for
a=1.

5. Find the matriz of f with respect to the usual basis of R3.

1. Since

det(vy vy v3) = =—-1=#£0,

— = =
O = =
OO =

the vectors vy, va, vs are linearly independent, hence they form a basis of R3.
2. We infer from
fvi=v2) =avi —avy = f(v1) = f(v2) = va — f(v2)
that
f(va) =va —avy +avy = —avy + (1 + 1)va.

The matrix of f is

0 —a 0
(f(vy) f(vy) f(v3)=| 1 a+1 0 | =B.
0 0 1

3. The characteristic polynomial is

-2 —a 0

det(B —AI) = 1 a+1-X 0 :—(A—l)‘_i\ )\_3_1
0 0 1—)
S 1 E AN PG W0 s
A—1 MA—1 ’

hence the three eigenvalues are 1, 1, a.
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4. If a # 1, we get the reduction

-1 —a O 1 a O
B-1-1= 1 a 0|~ 00 0],
0 0 0 0 0 0

which is of rank 1. Two linearly independent eigenvectors are e.g. (a,—1,0) and (0,0, 1).

Since A = a is a simple eigenvalue, there exists an eigenvector, hence B can be diagonalized for

a# 1.

Remark 3.2 For the sake of completeness we here add the necessary reduction

— 0 1 1 0
B—-al= O]~ 00 1.
1 0 0 0

An eigenvector is e.g. (1,—1,0). ¢

S = Q
O = Q2

If a =1, then A =1 is a triple root, and

-1 -1 0 1 1 0
B-1-1I= 1 1 0)~100 0 |.
0 0 0 0 0 O

The geometric multiplicity of A = 1 for a = 1 is again 2 # 3, so B cannot be diagonalized for
a=1.
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5. The matrix
1 1 1
M = 1 1 0 |,
1 0 0

is transforming the v coordinates to the usual coordinates, where

0o 0 1
M1'=|l0 1 -1
1 -1 1
Thus
0o 0 1 0 —a 0 1 1 1
M 'BM = 0 1 -1 1 a+1 0 1 1 0
1 -1 1 0 0 1 1 00
0 0 1 —a —a 0
= 0 1 -1 a+2 a+2 1
1 -1 1 1 0 0
1 0 0
= a+1 a+2 1

—2a—1 —2a—2 -1
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Example 3.44 Given in R® the four vectors

a; = (1,0,3,-2,—1), ap = (0,1,1,-3,2),
as = (_17_17_27_171)5 aq = (1,_2737—2, —3)

1. Prove that the four vectors span a three-dimensional subspace U of R® and that a,, ay, a3 is a
basis of U. Find ay as a linear combination of a1, as and as.

2. Let f:U — U be a linear map given by

f(al + a2) = 2ag + 2ay,
flag+as) = 2a;+2ay,
f(a3 + al) = 2&2 + 2&4.

Find the matriz A of f with respect to the basis (a1, as,as).

3. Prove that A is similar to a diagonal matriz.

1. Let B = (a; as as|a4), all as columns. Then B is equivalent to

1 0 -1 1 1 0 -1 1
0 1 —-1] =2 0 1 -1 =2
B = 3 1 -2 3 |~ 0 1 1 0
-2 -3 —-1]| -2 0 -3 =3 0
-1 2 1] -3 0 2 0| -2
1 0 -1 1 1 0 0 2
0 1 0] —1 01 0] —1
~ 0 0 1 1 |~ 0 0 1 1
0 0 0 0 0 0 O 0
0 0 0 0 0 0 O 0

We infer that span(ay, aqs,as,as) = span(aj,ag,as) is a three-dimensional subspace U and that
a, = 2a; — as + as.

CHECK:
9a; —as+a; = (2,0,6,—4,-2) —(0,1,1,-3,2) + (—1,—-1,-2,—1,1)

(
= (2-0-1,0-1-1,6-1-2,-4+3-1,-2-2+1)
(1,-2,3,-2,-3)

= a4. <>
2. Since f is linear, we get
flar) + f(a2) = 2a3 + 2aqg,
flaz) + f(as) = 2a; + 2ay,
f(ai) + flas) = 2ay + 2ay,
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and
f(ar) — flaz) = —2a; + 2ag3,
flar) — f(a2) = —2a; + 2ay,
flaz) — f(az) = —2ay + 2a3,
hence
f(ar) = —aj;+az+asz+as=a;+ 2a;s,
f(a2) = aj; —as+asg+ay =3a; —2a, + 2ag,
f(as) = aj;+ax—as+as=3a;.

Il
//
N O =

|
DN DN W
w o o
v

|
/-~
N O =
|
DN W
o O
O O =
|
o NN O
w o o

)

and A is similar to a diagonal matrix.
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ALTERNATIVELY,

1—A 3 0

det(A — \I) = 0 -2-X 0 |=(3-) IBA _;’_A
2 2 3-)
= —A=3)(A-1D)(\+2).

The characteristic polynomial has 3 simple real roots, hence A is similar to a diagonal matrix.

Example 3.45 Let f : R? — R? denote the linear, which in the usual basis (e1,e3) of R? is given by
the matriz description

/14
ey - 3 _7 eX.
Furthermore, let by = (1,1) and by = (2,1).

1. Prove that (by,bs) is a basis of R? and find the matriz description of f with respect to this
basis.

2. Let g: R? x R? — R be the bilinear function, which in the usual basis (e1,ez) of R? is given by

_ o r( b 1
g(X7Y) =X ( 3 _7 ) ey~

Find the matriz of g with respect to the basis (b1, bs).

1. We infer from
1 2
that b; and by are linearly independent, hence (by, bs) is a basis of R2.

‘We have of course

1 2
X = Mppx = ( 11 > bX,

where
—1
1 2 -1 2
m=(17) =(7 )
—1 2 1 -1 1 2
bbeeey< 1 _1><3 _7)<1 1>bx.

hence
Summing up we get

-8 =3
by = 4 9 bX.
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2. Here,

9(x,y) = eXT(

Example 3.46 Let f : R? — R3 denote the linear map, which in the usual basis of R3 is given by
the matriz

1 2 -1
A= 2 3 -1
2 3 -1

1. Check if x = (1,2,2) an eigenvector of f.
2. Check if A =1 is an eigenvalue of f.

3. Now, given that A =0 is an eigenvalue of f.

Find the geometric multiplicity of the eigenvalue A = 0.
4. Does'y = (0,3,1) belong to the range of f?

1. By a mechanical insertion,

1 2 -1 1 14+4-2 3 1
Ax=1 2 3 -1 2 |=1 2+6-2 | = 6 | =3 2
2 3 -1 2 2+6—-2 6 2

We see that x = (1,2, 2) is an eigenvector of the eigenvalue A = 3.

2. By reduction,

0 2 -1 1 0 0 1 00
A-1-I=2 2 -1 |~10 2 -1 |~ 01 0|,
2 3 =2 0 -1 0 0 01

so A =1 is not an eigenvalue.

(ALTERNATIVELY one could here start by finding the characteristic polynomial and then show
that A = 1 is not a root. ¢)

3. We get by reduction,

1 2 -1 1 2 -1 1 0 1
A-0-I=(2 3 -1 |=10 -1 1 |J]~101 -1
2 3 -1 0 0 0 0 0 0

The rank here is 2, hence the geometric multiplicity is 3 —2 =1
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4. By reduction,

12 -1]0 1 2 -1 o0
Aly)=| 2 3 =13 |~[0 -1 1| 3
2 3 —1/[1 0 0 0] -2

The matrix of coefficients is of rank 2, and the total matrix is of rank 3, hence the equation
Ax =y does not have solutions, and y does not belong to the range.

Example 3.47 A map f: R2 — R? is given by

f(X) =X <X7 y)y,

1 1
wherey = | —=, —= |, and (x,y) is the usual scalar product of x and y i R2.
y < 7 \/5> (x,y) p f y
1. Prove that f is linear.

2. Find the matriz ;F. of f with respect to the usual basis of R2.
3. Find a basis of ker f.

4. Find a basis of the range f(R?).

1. The linearity is obvious,

fx+Az) = (x+Xz)—(x+Az,y)y
= (x—xy)y)+Az—(2,y)y) = f(x)+Af(2)

2. It follows from
1 1 1
flex) = e~ feay)y = 0.1 = 5 (5.7 ) = (L)

that

1 1 -1

3. Since rank .F. = 1, we see that dimker f =2 — 1 = 1. Since

fy=y-@.yy=y-y=0,
the vector y lies in the kernel, hence {y} is a basis of ker f.

4. A basis of f(R?) is {%(1,—1)}.
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Remark 3.3 Notice that

1y _1 1\* [/1\°
2 2 e — — —_ — = —
Se0eg) G) e

thus A = 0 and A = 1 are the two eigenvalues.

det(.F. — A\I) =

Corresponding to the eigenvalue A = 0 we have the eigenvector y = (

1
V2
1 1
sponding to the eigenvalue A = 1 we have the orthogonal eigenvector (| ——,——|. ¢
1Y g g g g ( \/§ \/§>
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Example 3.48 A linear map f : R* — R* is with respect to the usual basis described by the matric

= =N
SO W o
N = O
w ot ot N

1. Find the LU factorization of F and indicate dim f(R?).

2. Prove that the four vectors
vi =(1,2,1,4), vo = (0,1, 3,0), vs = (0,0,1,—1), v4 = (0,0,0, 1)
form a basis of R*.

3. Find the matriz ,F. (i.e. with respect to the usual basis in the domain and with respect to the
basis (vi,Va, Vs, vy)).

1. We get by a simple Gaufl reduction

1 0 1 2 1 0 1 2
F — 2 1 0 5 0 1 -2 1
o 1 3 1 5 0 3 0 3
4 0 -2 3 0 0 -6 -5
1 0 1 2 1 0 1 2
0 1 -2 1 0 1 -2 1 _yU
0 0 6 0 0 0 6 o |
0 0 -6 -5 0 0 0 -5
It follows from F = LU that
1 0 1 2 1 0 0 0 1 0 1 2
2 1 0 5 2 1 0 0 0 1 -2 1
F= 1 3 1 5 | 1 3 1 0 0 0 6 0 =LU.
4 0 -2 3 4 0 -1 1 0 0 0 -5

Now, det F = det U = —30 # 0, so dim f(R*) = 4.

2. The columns of F are vy, va, v3, v4 and det F # 0, hence vy, v, v3, v, are linearly independent,
hence they form a basis of R*.

3. The image of e; is v;, hence the matrix is ,F. = L
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Example 3.49 A linear map f of the vector space PoRy) into P3(Ry) is given by

ﬂp@»lémwﬁ

where Pp(Ry) = (P, (Ry), +,R) denotes the vector space of real polynomials P, (x), x € Ry of degree

<n.

1.

e

Compute f(1+ x + 2?%).

Find ., Fp, of [ with respect to the monomial basis in both Py(Ry) and P3(R4).
Find the kernel ker f and the dimension of the range V = f(P2(R4)).

We define a linear map g of V into Pa(Ry) by

9Q@) =1 Q). Qe

Find the matriz ,H,, with respect to the monomial basis of the composite map go f of Po(R4)
into Py(Ry).

Find the eigenvalues and the eigenvectors of the map go f.

We get by a direct computation

f(1+m+x2)z/x(1+t+t2)dt:x+%x2+%x3,
0

The matrix is (cf. 1))

mFm =

O O = O
o O O
wkrO O O

Clearly, ker f = {0}, and

dimV = dim f(P2(Ry)) = 3.

. It follows immediately from 2) that

mHm =

OO =
oNi= O
w= O O

1
We infer from 4) that Ay = 1 is an eigenvalue corresponding to P;(z) = 1, that Ay = 3 is

1
an eigenvalue corresponding to Po(x) = x, and that A3 = 3 is an eigenvalue corresponding to

P3(.13) = .’L‘Q.
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Example 3.50 Let f : R* — R? be the linear map, which in the usual bases of R* and R? is given
by the matrix

10 1 -1
F= ( 1 1 -1 1 >
1. Find the kernel of f.

2. Consider R* with the usual scalar product.

Find an orthonormal basis of ker f.

1. We get by a reduction,

F(lO 1—1>N(10 1—1>.
1 1 -1 1 01 -2 2
Choosing x3 = s and x4 = t as parameters we get for every element of ker f that
T] =-S5+t and To = 25 — 2t,
thus
x = (—s+1t,2s—2ts,1)=s(-1,2,1,0) +#(1,-2,0,1)
= —s(1,-2,-1,0) + (1, —-2,4,1).
By changing sign of s we get
ker f = {s(1,—-2,—1,0) + ¢(1,—-2,0,1) | s, t € R},
hence ker f is spanned by the vectors (1,—-2,—1,0) and (1,—2,0,1).

1
2. Since vi = (1,-2,—1,0) is normed, and (Gram-Schmidt’s method)

V6
(1,-2,0,1) — é((l, -2,0,1),(1,-2,—-1,0))(1,—-2,-1,0)

1
= (17 _2707 1) - 6(1+4)(17 _27 —1,0)

1

= (6-5,-12410,0+5,6+0)
1

= ~(1,-2,5,6
5(1,-2,5,6)

is orthogonal to v; and

1(1,-2,5,6)|| = VI + 4+ 25+ 36 = V66,

we have
1
vo = —(1,-2,5,6).
An orthonormal basis of ker f is e.g. given by
1 1
vi=—=(1,-2,-1,0) and vgo=-—(1,—-2,5,6).
1 \/6( ) 2 \/%( )
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Example 3.51 Let f : R® — R? denote the linear map, which in the usual basis (e, es, e3) is given
by the matrix

4 2 2
F. = 2 —4 2
2 2 —4

1. Find the kernel ker f.
2. Prove that u; = (—4,2,2) and us = (2, —4,2) form a basis of the range f(R3).

3. Consider R3 with the usual scalar product.

Prove that any vector of the kernel of f is orthogonal to every vector in the range of f.

4. Given a basis (b1, ba, bs), where
b; = (1,2,0), by =1(2,3,0), bz =1(0,0,1).
Find the matrices .My, and yM, of the change of coordinates.
5. Prove that

—-12 —-10 -2
B= 6 4 2
6 10 —4

is the matriz of f with respect to the basis (b1, bg, bs).

1. We get by some reductions,

4 2 2 2 —1 -1 1 -2 1 1 -2

F. = 2 4 2 |~[1 2 1]|~[0 3 3|~l0 1 -1
2 2 —4 0 0 0 0 0 0 0 0 0
10 —1

~ 01 -1
00 0

which has rank 2, hence dimker f =3 — 2 = 1. A generating vector is (1,1, 1), so
ker f = {s(1,1,1) | s € R}.
2. Clearly, u; and usy are linearly independent and since they are columns of .F. they lie in the
range. Now, the range has dimension 2, hence u; and uy form a basis of f(IR?).

3. Since ((1,1,1),(-4,2,2)) = 0 and ((1,1,1), (2, —4,2)) = 0, any vector of ker f must be orthog-
onal to every vector of f(IR?).

4. Since

eMy = (b1 by bs) =

[eoll RN
[ewBRUVEN V]
_ o O
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we infer that

5. Finally,
B = bMe eFe eMb
-3 2 0 —4 2 2 1 2 0
= 2 -1 0 2 —4 2 2 3 0
0 0 1 2 2 —4 0 0 1
16 —14 -2 1 2 0 —-12 —-10 -2
= —10 8 2 2 3 0 = 6 4 2 ,
2 2 —4 0 0 1 6 10 —4

which should be proved.
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