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PREFACE

This text is to a large extent a result of teaching two courses in molecular modeling and
computational chemistry at the Norwegian University of Science and Technology (NTNU)
in Trondheim. An introductory course in Molecular Modeling has been given annually since
2002 on the M.Sc. level based on the book by Leach (Leach 2001). This course gives an
introduction to and an overview of the topic, including the basic elements in computational
quantum chemistry, force fields and molecular simulations, as well as some more specialized
topics as free-energy calculations and solvation models. A biannual course on the Ph.D.
level, Advanced Molecular Modeling, has been given since 2004 based on own lecture notes
and review papers. These notes have previously been used in a course organized by Prof.
Kurt V. Mikkelsen at Aarhus University (1995) and annually at the University of Copenhagen
(1997-2002). For this course, two sets of lecture notes, Intermolecular Interactions and
Simulations of Liquids, were developed, where the notes on Intermolecular Interactions are
based on an introductory chapter in my Ph.D. thesis (Åstrand 1994). The notes have also
been used in a course on Intermolecular Interactions at the University of Tromsø in 2002,
and at a summer school in Molecular Dynamics and Chemical Kinetics: Exploitation of Solar
Energy at the University of Copenhagen annually since 2013. This text is therefore the result
of lecture notes gathered and updated continuously over the years.

There are many excellent books in the field of computational and theoretical chemistry, but

Download free eBooks at bookboon.com iv
Download free eBooks at bookboon.com



ATOMISTIC MODELS

v

PREFACE

ATOMISTIC MODELS PREFACE

they are often specialized in one or a few of the topics important for a general course in
molecular modeling. So it is rather the lack of a book with the, according to me, desired
composition (table of contents) for a general text on molecular modeling than the lack of
good texts on each of the topics that lead to that eventually this project was initiated.

The clear separation between content and style in LATEX (Lamport 1994) makes it pivotal in
organizing and developing a complex document. In addition, the PGF and TikZ graphics
systems for TEX have been used extensively to construct the graphics leading to that all
figures in the document are included as in-line LATEX code. Consequently, the graphics
appear in a consistent way and can be easily updated as the document is developed. All
references with a doi are clickable in the reference lists as a result of using BibTex together
with the doi package. Also text marked with brown (with one exception) are clickable with a
link to an external web-page. Developing a complex LATEX document has many similarities to
software development. Since the repository only consists of text files (including the figures
when PGF/TikZ is used), it is therefore natural to use a version control system and for this
project git (Chacon and Straub 2014) is used.

There is a multitude of software available to do the actual calculations using the methods
discussed in this text. If possible, I have so far chosen to use software that is generally
available in the Ubuntu Linux-based system. Avogadro is used as a molecule editor (Hanwell
et al. 2012) to generate input files for the quantum chemical calculations, and for the
quantum chemical calculations NWChem (Valiev et al. 2010) has been used.

There are of course many persons that have contributed indirectly to this text. I am in
particular grateful to my Ph.D. thesis adviser Prof. Gunnar Karlström (Lund University) and
to my postdoc adviser Prof. Kurt V. Mikkelsen (University of Copenhagen). Since the notes
have been used extensively in courses over the years, I am also grateful to all the students that
have commented on different parts of the original notes or in other ways given feedback.

I also would like to thank Bookboon for publishing this text, and in particular I would like to
thank Karin Hamilton Jakobsen at Bookboon for the encouragement to actually convert a set
of separate notes into one coherent document. I support the idea of Bookboon to distribute
free ebooks for students.

First edition

The 1st edition is by no means a complete book on molecular modeling, it is rather a
compendium containing some of the chapters relevant for a general course in molecular
modeling and computational chemistry. Apart from a brief introduction, this edition
consists of two chapters on computational quantum chemistry and force fields, respectively.
Since this text is published as an e-book only, it is, as for a software, possible to publish
corrections and additions frequently. The goal is to publish a new edition annually as long
as I use the text myself in teaching, so comments on the content are most welcome.

POÅ
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INTRODUCTION

1.1 What is molecular modeling?

With molecular models we mean models where a molecule is constituted by atoms
connected by chemical (covalent) bonds (see figure 1.1 for two examples). Molecular models
are normally based on a mechanistic model for describing the structure of molecules and
other molecular properties as well as the interactions between molecules. Using the here
quite ill-defined term atom rather than nucleus for the constituents of a molecule indicates
that the constituent of interest consists of both a nucleus and core electrons (whereas the
valence electrons mainly form the covalent bonds between the atoms), and we also therefore
refer to the models discussed in this text as atomistic models. The letters in the figure denote
the position of the atoms: H for hydrogen, C for carbon, N for nitrogen, O for oxygen, etc.,
and the solid lines denote covalent bonds, i.e. electron pairs shared by the two connected
atoms. Another common way to depict the structure of molecules is with ball-and-stick
models, where two molecules are shown in figure 1.2. Here a colour code is used for each
element: black for C, red for O, blue for N, white for H, etc.

The terms molecular modeling, computational chemistry and theoretical chemistry are often
used interchangeably and the distinctions, if ever been meaningful, have more or less
lost their meaning. A text on computational chemistry should in my opinion include the
aspects of how to solve the problem on a modern computer system including the choice
of algorithms, parallelization on large-scale clusters and optimization on gpu-accelerators.
The subtitle of this text Concepts in Computational Chemistry indicates that we rather focus
on what is needed from a user perspective to understand the methods in computational
chemistry rather than the implementation of the methods. The so far never-ending rapid
development of computer technology has evidently lead to a revolution in chemistry, and
computational chemistry has become an accompanying analysis technique in line with
many common experimental characterization techniques. So the role of high-performance
computers is indisputable, but in this text we assume that we have the required computer

O

C

N H

H

NH

H

H
O

Figure 1.1: Chemical structure for urea (left) and
phenol (right). In phenol, the hydrogens on the
phenyl ring are suppressed.

Figure 1.2: Ball-and-stick representation of water
(left) and formamide (right).
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resources in terms of both hardware and software at hand. Theoretical chemistry, although
by many often used as a synonym for quantum chemistry, is the widest term including
theoretical development (i.e. new equations), computational chemistry (i.e. how to solve
the equations on a computer), and how to apply the methods in different applications which
requires a detailed knowledge of each particular application area. Theoretical chemistry is
also a wider concept than molecular modeling and includes also thermodynamics, chemical
kinetics and molecular informatics.

Computer modeling is in many cases an attractive alternative to experiments with the
requirement that the accuracy of the modeled property rivals that of the experiment.
Computer-based simulations are in most cases less expensive and less time-consuming than
to carry out the corresponding experiments, and in addition simulations can more easily
be performed at extreme conditions, e.g. at very high pressures or temperatures, or with
hazardous components, e.g. with explosives or poisonous molecules, than experiments.
In simulations, it is also easier to investigate different contributions, e.g. from a non-zero
temperature or from a solvent, to a property since in calculations we often add up various
contributions which thus can be analyzed individually whereas we in an experiment often
only get a single number as the result. Similarly, it is often possible to partition the computed
property into various terms or in other ways to analyze the computed result in terms of
properties that cannot be measured experimentally. As an example, the electrostatics of a
molecule is commonly analyzed in terms of partial atomic charges, a property that cannot
be measured experimentally.

When presenting a method in computational chemistry, we are thus interested in three
different things: the theory behind the method describing which properties that can be
computed (at least in principle), the accuracy of the method, and finally, how the results can
be analyzed to provide further insights about the studied system. To stop after the second
step is a pity, then an accurate calculations is not more valuable than an accurate experiment
since it only provides "a single number".

1.2 Brief summary

The most fundamental way to describe a molecular system theoretically is with quantum
mechanics. In molecular quantum mechanics (quantum chemistry), we normally approx-
imate both nuclei and electrons as point particles, i.e. each particle has a mass, an electric
charge and possibly also a spin. Nevertheless, the molecular problem in quantum mechanics
is complicated and only the hydrogen atom (one nucleus and one electron) in a clamped-
nucleus approach (the nucleus is kept in a fixed position in space and has no kinetic
energy) has been solved analytically. The goal is to solve the Schrödinger equation for
molecular systems, but for many-electron atoms and all molecules this can only be achieved
by approximate models solved numerically. A major part of computational chemistry is
therefore devoted to approximate methods for calculating molecular energies and properties
including very accurate molecular-orbital methods to include electron correlation, methods
based on density-functional theory, and phenomenologically based force-field methods. If
the wavefunction of a molecule is known, however, all information about the molecule can
be extracted from its wavefunction. An introduction to computational methods in quantum
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chemistry is given in chapter 2.

Although we briefly introduce classical electrostatics in chapter 2, we are often interested
in the interaction between a molecular system and an electromagnetic field. The obvious
example is spectroscopy where the molecular system is perturbed by an applied electromag-
netic field and the response is measured. Another example is organic solar cells (e.g. Grätzel
cellswhere the light of the sun is absorbed by a photosensitizer and the excited electron is
separated from the hole leading to an electrical current. Also long-range intermolecular
interactions can be described in terms of electrostatics using the same basic concepts, i.e.
a molecule is interacting with the electrostatic potential, electric field, etc. arising from the
charge distribution of the surrounding molecules. The proper starting point of this branch
of molecular modeling are Maxwell’s equations.

At least historically, quantum chemical calculations are computationally too expensive to
be used for very large systems (thousands of atoms) or in molecular dynamics simulations
where the interatomic forces have to be computed repeatedly (perhaps millions of times).
This gap is filled by force fields, i.e. simple and approximate models for the molecular energy
as well as intermolecular interactions that is feasible for large-scale molecular dynamics
simulations. Force fields are here first introduced phenomenologically and subsequently
in a more systematic way by deriving each term in a force field from quantum chemistry. An
introduction to force fields is given in chapter 3.

A quantum chemical calculation gives in principle information about the properties of a
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INTRODUCTIONATOMISTIC MODELS INTRODUCTION

Microscopic world:

Quantum mechanics
Ĥ ψ= Eψ

Classical mechanics
�F = m�a

Statistical mechanics
S = kB lnW

Macroscopic world:

Thermodynamics
U = q +w

Kinetics
d [B ]

d t = k f [A]−kr [B ]

Figure 1.3: Statistical thermodynamics provides the connection between the microscopic and the macroscopic
world.

molecular system at the temperature 0 K. To obtain properties for a liquid or solution for
example at room temperature and ambient pressure, we need to employ statistical thermo-
dynamics. Statistical thermodynamics (statistical mechanics is used as an equivalent term
in this text) is the theory that provides the link between the microscopic world described
by quantum mechanics (and sometimes classical mechanics) and the macroscopic world
described by thermodynamics and chemical kinetics (see figure 1.3). A key component of
statistical thermodynamics is the partition function and all thermodynamics properties of
a system can be provided from the partition function provided that it is known. This is
not the case for a realistic system as a molecular liquid, so the problem of calculating the
properties of a liquid is instead turned into a sampling scheme where liquid configurations
are sampled from the correct distribution (e.g. at a given temperature, pressure and density)
using molecular dynamics or Monte Carlo simulations. Another major part of computational
chemistry is therefore devoted to simulations of molecular liquids.

A chemical event, e.g. a chemical reaction or the absorption of a photon, is in most cases
local in space where the actual event involves perhaps 5-10 atoms whereas the total system
may consist of thousands of atoms as well as fast in time, often on the femtosecond scale.
Consequently, multiscale and multiphysics methods in theoretical chemistry have been
developed over the years.

In molecular informatics, which may be subdivided into chemoinformatics and bioin-
formatics, molecular properties are related to how the system functions (photovoltaic cell,
electrochemical battery, drug, etc.) by statistics without an underlying mechanistic model
and is therefore a separate branch of theoretical and computational chemistry.

Many of the grand challenges in chemistry today are strongly connected to severe problems
for our society, as for example a sustainable production of energy and electricity, clean water
and food production, the environment, and nano-scale devices for the next generation of
information technology. In all these cases, modeling on the atomistic scale have already
provided or can give substantial contributions.
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MOLECULAR QUANTUM MECHANICS

Quantum mechanics, together with statistical mechanics, is the foundation of theoretical
chemistry and molecular modeling. Quantum mechanics applied on molecular systems,
quantum chemistry, provides the chemical model for describing chemical bonds and
reactions, intermolecular interactions and molecular properties. Quantum chemistry also
provides the foundation for many less sophisticated (coarse-grained) models for describing
molecules such as force fields.

Previous knowledge in quantum mechanics is expected in line with an undergraduate course
in physical chemistry (see “Recommended Literature” at the end of the chapter), and many
of the sections in this chapter are regarded as repetition which is also reflected in the form of
the presentation. The goal of the first sections are to provide the fundamentals of quantum
mechanics and quantum chemistry needed in the forthcoming sections and chapters. For
a more complete presentation of quantum chemistry, specialized texts on the subject are
recommended at the end of the chapter.

2.1 The Schrödinger equation

The Schrödinger equation (Schrödinger 1926) is here presented as a hypothesis that has
proven to be incredibly useful, and we do not aim at giving a motivation for its existence
or the way it looks like. Knowing the solution to the Schrödinger equation provides all the
necessary information of a microscopic system at the temperature 0 K. The time-dependent
Schrödinger equation is given as

Ĥ Ψ(�r1...N , t ) = iħ∂Ψ(�r1...N , t )

∂t
, (2.1.1)

where ħ= h/2π and h is Planck’s constant, t is the time, Ψ is the wavefunction where�r1...N is
a short-hand notation for the position vectors of N particles,�r1,�r2, . . . ,�rN . The Hamiltonian,
Ĥ , is the energy operator and is divided into a kinetic energy operator, T̂ , and a potential
energy operator, V̂ , as

Ĥ = T̂ + V̂ . (2.1.2)

The kinetic energy operator, T̂ , is the sum of the kinetic energy operator of all particles in
the system,

T̂ =
N∑

i=1

−ħ2

2mi
∇2

i , (2.1.3)

where mi is the particle mass of particle i , N is the number of particles, and ∇2
i is the

Laplacian of particle i given in Cartesian coordinates as

∇2
i =

∂2

∂x2
i

+ ∂2

∂y2
i

+ ∂2

∂z2
i

, (2.1.4)
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where �ri = (xi , yi , zi ) is the position vector in Cartesian coordinates. The potential energy
operator, V̂ (�r1...N ), is unique for each type of system, and in chemistry we are mainly
interested in the Hamiltonian for molecular systems which is discussed in section 2.2.

If the Hamiltonian is a function of only the spatial variables, �r1...N , and not of the time,
separation of variables is used to simplify the Schrödinger equation. The wavefunction
is thus written as the product of a spatial wavefunction, ψ(�r1...N ) and a time-dependent
function, θ(t ),

Ψ(�r1...N , t ) =ψ(�r1...N )θ(t ) , (2.1.5)

which is plugged into the Schrödinger equation in eq. (2.1.1) leading to

1

ψ
Ĥ ψ= iħ1

θ

∂θ

∂t
. (2.1.6)

Since the left-hand side is a function of only �r1...N and the right-hand side is a function of
only t , both sides have to be equal to a constant, identified as the energy E . This leads to the
time-independent Schrödinger equation for the spatial part,

Ĥ ψ= Eψ , (2.1.7)

and to a trivial solution for the time-dependent part,

θ(t ) =C e
− iEt
ħ , (2.1.8)

where C is a constant. For most Hamiltonians (but not all), the solution to the time-
independent Schrödinger equation in eq. (2.1.7) is quantized,

Ĥ ψn = Enψn , (2.1.9)

which is interpreted as that a quantum particle is in a state n with discrete energy levels
at En . Eq. (2.1.9) is an eigenvalue problem, where En are the eigenvalues and ψn are the
eigenfunctions of the operator Ĥ . The time-independent Schrödinger equation1 is solvable
analytically only for a few model systems, where some of them are discussed in appendix 2.A.

2.2 The molecular Hamiltonian

In quantum chemistry, a molecule is represented by n electrons and N nuclei, where an
electron has a charge −e and a mass me , and a nucleus I has a charge ZI e and a mass mI .
Both the nuclei and the electrons are regarded as point charges, i.e. they have no extension
in space. The kinetic energy operator, T̂ , for a molecule is given by a trivial extension of
eq. (2.1.3) as a sum of the kinetic energy for all nuclei and electrons,

T̂ =
N∑

I=1

−ħ2

2mI
∇2

I

︸ ︷︷ ︸
nuclei

+
n∑

i=1

−ħ2

2me
∇2

i

︸ ︷︷ ︸
electrons

. (2.2.1)

1In the remaining part of the text, the time-independent Schrödinger equation in eq. (2.1.9) is referred to
as the Schrödinger equation. Also, the eigenfunctions in eq. (2.1.9), ψn , are referred to as the wavefunction. If
the time dependence is included, we will explicitly refer to the time-dependent Schrödinger equation and the
time-dependent wavefunction, respectively.
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The potential energy operator, V̂ , for a molecule is given by the Coulomb interaction
between point charges for all the nuclei and electrons,

V̂ =
N∑

I=1,
J=I+1

ZI ZJ e2

4πε0RI J

︸ ︷︷ ︸
nucleus-nucleus

+
n∑

i=1

N∑
I=1

−ZI e2

4πε0ri I︸ ︷︷ ︸
electron-nucleus

+
n∑

i=1,
j=i+1

e2

4πε0ri j

︸ ︷︷ ︸
electron-electron

, (2.2.2)

which is thus divided into nucleus-nucleus, electron-nucleus and electron-electron interac-
tions. Here ZI e is the charge of nucleus I so that ZI is the atomic number of the nucleus,
e.g. ZI = 1 for hydrogen and ZI = 6 for carbon, and e is the elementary charge so that the
charge of the electron is −e. We normally use capital letter subscripts, I , J ,K , . . ., to denote
nuclei and small letter subscripts, i , j ,k, . . ., to denote electrons. If the distance involves only
nuclei, it is denoted by R, whereas r is used if the distance involves at least one electron.
In quantum chemistry, it is common to use atomic units (instead of SI units), where some
constants are set equal to ±1, see table 2.1. In atomic units, the molecular Hamiltonian for
the kinetic energy operator becomes

T̂ =−1

2

N∑
I=1

1

mI
∇2

I

︸ ︷︷ ︸
nuclei

− 1

2

n∑
i=1

∇2
i

︸ ︷︷ ︸
electrons

, (2.2.3)
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charge of electron: e =−1 length: 1 bohr = 0.529177 Å
mass of electron: me = 1 energy: 1 hartree = 2625.4996 kJ/mol
ħ= h/2π= 1 1 hartree = 27.2113845 eV
4πε0 = 1

Table 2.1: Atomic units. Constants set to ±1 (to the left) and some common unit conversions (to the right).

and for the potential energy operator we get

V̂ =
N∑

I=1,
J=I+1

ZI ZJ

RI J

︸ ︷︷ ︸
nucleus-nucleus

+
n∑

i=1

N∑
I=1

−ZI

ri I︸ ︷︷ ︸
electron-nucleus

+
n∑

i=1,
j=i+1

1

ri j

︸ ︷︷ ︸
electron-electron

. (2.2.4)

We can thus write the molecular Hamiltonian Ĥ mol as

Ĥ mol = T̂n + T̂e + V̂nn + V̂en + V̂ee , (2.2.5)

i.e. the kinetic energy operators of the nuclei and electrons, respectively, as well as the
nucleus-nucleus, nucleus-electron and electron-electron Coulomb interaction operators.

2.3 Some basic properties of the wavefunction

We will essentially only list some of the basic properties of the wavefunction needed in
the forthcoming sections. For a more systematic introduction to basic molecular quantum
mechanics, see e.g. (Atkins and Friedman 2010).

According to Born’s interpretation of the wavefunction (Born 1926), ψ∗
i ψi dτ is interpreted

as the probability for a particle in state i to be in a volume element dτ. Here, ψ∗
i denotes

the complex conjugate of ψi , i.e. the wavefunction may be complex including both a real
and an imaginary part, however the probability ψ∗

i ψi dτ has by construction only a real part
which is a requirement for an observable. Assuming that a probability for state i , ρi (�r ), is
normalized, i.e. the probability to find a particle anywhere in space is 1, we have

∫

all space

ρi dτ=
∫

all space

ψ∗
i ψi dτ= 1 , (2.3.1)

and we refer to this condition as if the wavefunction is normalized. Here dτ is the volume
element, which in Cartesian coordinates for a single particle is dτ= dx dy dz and in spherical
polar coordinates it is dτ= r 2 sin(θ)dr dθdϕ, respectively. In this text, the integration limits
are dropped if we integrate over all space so that

∫

all space

. . .dτ≡
∫

. . .dτ . (2.3.2)

If we return to the time-dependent wavefunction in eqs. (2.1.5) and (2.1.8) putting C to 1 in
eq. (2.1.8),

Ψ(t ) =ψe
− iEt
ħ , (2.3.3)
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we see that if ψ is normalized, also Ψ(t ) is normalized. If we in general have

Ψ∗(t )Ψ(t ) =ψ∗ψ , (2.3.4)

we refer to the state as being stationary. For an operator Ω̂, the expectation value, 〈Ω〉i , is
defined as

〈Ω〉i ≡
∫
ψ∗

i Ω̂ψi dτ∫
ψ∗

i ψi dτ
, (2.3.5)

for a system in state i . For a normalized wavefunction, it becomes

〈Ω〉i =
∫

ψ∗
i Ω̂ψi dτ . (2.3.6)

If ψi is an eigenfunction of Ω̂,

〈Ω〉i =
∫
ψ∗

i Ω̂ψi dτ∫
ψ∗

i ψi dτ
= Ωi

∫
ψ∗

i ψi dτ∫
ψ∗

i ψi dτ
=Ωi , (2.3.7)

i.e. the expectation value is equal to the eigenvalue, Ωi . Thus we can write the energy, Ei , as
an expectation value of the Hamiltonian as

Ei =
∫

ψ∗
i Ĥ ψi dτ , (2.3.8)

for a normalized wavefunction. To simplify the notation, the Dirac bra-c-ket notation is
introduced,

〈ψi |Ω̂|ψ j 〉 ≡ 〈i |Ω̂| j 〉 ≡
∫

ψ∗
i Ω̂ψ j dτ , (2.3.9)

where 〈ψi | or 〈i | is the bra of state i and |ψ j 〉 or | j 〉 is the ket of state j . The molecular
Hamiltonian is hermitian, i.e. it fulfils

∫
ψ∗

i Ω̂ψ j dτ=
∫(

Ω̂ψi

)∗
ψ j dτ , (2.3.10)

which leads to that its eigenvalues are real and that the eigenfunctions are orthogonal
(see exercise 2.1 to show this). Since energies, or to be more precise energy differences,
are measurable quantities and therefore the energies have to be real, it is a requirement
that the molecular Hamiltonian is hermitian. For orthonormal states (i.e. orthogonal and
normalized), ∫

ψ∗
i ψ j dτ≡ 〈ψi |ψ j 〉 ≡ 〈i | j 〉 = δi j (2.3.11)

where δi j is the Kroenecker delta function (1 if i = j ; 0 if i �= j ).

2.4 The Born-Oppenheimer approximation

In the Born-Oppenheimer approximation, the molecular wavefunction, ψ(�R1...N ,�r1...n), is
approximated as the product of an electronic, ψel, and a nuclear, ψnuc, wavefunction,

ψ(�R1...N ,�r1...n) ≈ψel(�r1...n ;�R1...N ) ψnuc(�R1...N ) , (2.4.1)

Download free eBooks at bookboon.com 9
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R

V (R)

Figure 2.1: Sketch of a potential energy surface, V (R), for a regular diatomic molecule. The minimum of V (R)
corresponds to the equilibrium bond length of the molecule.

where ψel is a function of the electronic coordinates, �r1...n , and depends parametrically on
the nuclear coordinates, �R1...N .2 It means that we solve the Schrödinger equation for ψel for a
given molecular geometry, the clamped-nucleus approach. The corresponding Hamiltonian,
Ĥ el, is given as

Ĥ el = −1

2

n∑
i=1

∇2
i −

n∑
i=1

N∑
I=1

ZI

ri I
+

n∑
i=1

j=i+1

1

ri j
+

N∑
I=1

J=I+1

ZI ZJ

RI J

= T̂e + V̂en + V̂ee + V̂nn , (2.4.2)

i.e. the kinetic term for the nuclei is ignored in the clamped-nucleus approach as compared
to the molecular Hamiltonian in eq. (2.2.5). The last term on the right-hand side in eq. (2.4.2),
the nucleus-nucleus potential energy, becomes a “constant” contribution to the molecular
energy since the nuclear positions are regarded as parameters and not as variables in the
electronic wavefunction ψel. The Schrödinger equation for the electronic state i becomes

Ĥ elψel
i = εel

i ψ
el
i . (2.4.3)

If eq. (2.4.3) is solved repeatedly for different molecular geometries, �R1...N , a potential energy
surface is obtained for each state i , εel

i (�R1...N ). Normally, we refer to the ground state energy

surface, εel
0 (�R1...N ), as the potential energy surface, V (�R1...N ),

V (�R1...N ) ≡ εel
0 (�R1...N ) , (2.4.4)

where a typical potential energy surface for a diatomic molecule is depicted in figure 2.1.
The zero-level of the energy scale is normally shifted for V (�R1...N ) as compared to εel

0 (�R1...N )
so that V (�R1...N ) approaches zero for an infinite separation of two fragments, whereas
εel

0 (�R1...N ) approaches zero for an infinite separation of all nuclei and electrons. We define
the Hamiltonian for the nuclei as

Ĥ nuc =−
N∑

I=1

1

2mI
∇2

I +V (�R1...N ) , (2.4.5)

2Note the distinction between f (x, y) and f (x; y). In the first case, x and y are both variables, but in the
second case, y is a parameter, i.e. it has a single, constant value.

Download free eBooks at bookboon.com 10Download free eBooks at bookboon.com



ATOMISTIC MODELS

11

Molecular quantum mechanics

11

ATOMISTIC MODELS MOLECULAR QUANTUM MECHANICS

and the corresponding Schrödinger equation becomes

Ĥ nucψnuc
k = εnuc

k ψnuc
k . (2.4.6)

By applying the Born-Oppenheimer approximation, we have thus separated quantum
chemistry into two problems: the electronic problem in eq. (2.4.3) solved for a given
molecular geometry, and a nuclear problem in eq. (2.4.6) where the potential energy surface
is obtained by solving the electronic Schrödinger equation for a set of molecular geometries.
In this chapter, we focus entirely on the electronic structure of molecules by discussing
methods for solving eq. (2.4.3). In a forthcoming chapter on molecular structure and
vibrational motion, we will discuss how to solve eq. (2.4.6).

2.5 Atomic orbitals

2.5.1 One-electron atom

The starting point for solving the electronic Schrödinger equation is the one-electron
atom. The position of the nucleus is regarded as fixed by adopting the Born-Oppenheimer
approximation in section 2.4. The Hamiltonian, Ĥ el, for an electron interacting with a
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l 0 1 2 3 4 5
name s p d f g h

(a) Symbols used for the quantum
number l

n l ml name
1 0 0 1s
2 0 0 2s
2 1 0,±1 2p

(b) Solutions allowed for
n = 1,2

Table 2.2: Notation for atomic orbitals

nucleus becomes in atomic units,

Ĥ el =−1

2
∇2 − Z

r
, (2.5.1)

where Z is the charge of the nucleus and r is the distance between the electron and
the nucleus. The Hamiltonian thus consists of a kinetic energy operator for the electron
and the Coulomb interaction between the electron and the nucleus. The solutions to the
Schrödinger equation is in spherical polar coordinates given as (see appendix 2.A.5)

ψnlml (r,θ,ϕ) = Rnl (r )Yl ml (θ,ϕ) , (2.5.2)

where Rnl (r ) is a radial function and Ylml (θ,ϕ) is a spherical harmonics. The solution
depends on three quantum numbers, the principal quantum number n and two angular
quantum numbers l and ml , which are restricted to the following integer values:

n = 1,2,3, . . .

l = 0,1,2, . . . ,n −1

ml = 0,±1,±2, . . . ,±l

The naming convention for atomic orbitals is given in table 2.2, giving the notation of 1s,
2s, 2p, etc. orbitals. We thus have three 2p-functions, normally denoted 2px , 2py and 2pz .
For n = 3, we get 3s, 3p (with the components 3px , 3py and 3pz), and 3d functions. The
d-functions have five components, normally labeled dx y , dxz , dy z , dz2 , and dx2−y2 . It is also
noted that the atomic orbitals form an orthonormal set of functions,∫

ψ∗
nlml

(
r,θ,ϕ

)
ψn′l ′m′

l

(
r,θ,ϕ

)
dτ= δnn′δl l ′δml m′

l
. (2.5.3)

Each electron has a spin, with a spin quantum number, ms ,

ms =±1

2
. (2.5.4)

Each spatial atomic orbital in eq. (2.5.2), may thus accomodate two electrons without
violating the Pauli principle for fermions (each electron has a unique set of n, l , ml , and
ms). The electron configuration for an atom is given according to the Aufbau principle as for
example

He 1s2

Ne 1s22s22p6

Cl 1s22s22p63s22p5 or Ne3s22p5
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2.5.2 Two-electron atom

If we next regard the Hamiltonian of the two-electron atom, still within the clamped-
nucleues approach,

Ĥ el =−1

2
∇2

i −
Z

ri︸ ︷︷ ︸
Ĥ i

−1

2
∇2

j −
Z

r j︸ ︷︷ ︸
Ĥ j

+ 1

ri j
, (2.5.5)

where we have two electrons i and j interacting with a single nucleus. The Hamiltonian
consists of five terms: a kinetic energy for each electron, the Coulomb interaction between
each electron and the nucleus, and the repulsive Coulomb interaction between the two
electrons. If we as a first approximation ignore the electron repulsion, the Hamiltonian
becomes

Ĥ el = Ĥ i +Ĥ j , (2.5.6)

i.e. two one-electron Hamiltonians of the type in eq. (2.5.1) each with a solution given by
eq. (2.5.2). Denoting a one-electron wavefunction, an atomic orbital, with φi (�ri ), we may
anticipate that the Schrödinger equation becomes using variable separation

(
Ĥ i +Ĥ j

)
φi (�ri )φ j (�r j ) =

(
εi +ε j

)
φi (�ri )φ j (�r j ) , (2.5.7)

where εi is an orbital energy. Since electrons are fermions, they are, however, indistin-
guishable and the wavefunction has to be anti-symmetric with respect to the exchange of
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two electrons. If both electrons are put into the 1s orbital, an occupation denoted 1s2, the
wavefunction may as a first attempt be written as

ψ(i , j ) = 1s(i )1s( j ) , (2.5.8)

where the notation �ri ≡ i and �r j ≡ j is adopted. In eq. (2.5.8), the electrons are
indistinguishable but the wavefunction is not anti-symmetric. It is the total wavefunction,
however, including also the spin in addition to the spatial coordinates, that has to be anti-
symmetric. Denoting a spin-orbital, χi (�ri , si ),

χi (�ri , si ) ≡φi (�ri )σi (si ) , (2.5.9)

where σi can be either α for ms = 1
2 or β for ms =−1

2 . However, the wavefunction,

ψ(i , j ) = 1s(i )α(i )×1s( j )β( j ) , (2.5.10)

is not anti-symmetric (nor are the electrons indistinguishable). Constructing the following
linear combinations of the spin-functions,

1�
2

(
α(i )β( j )+α( j )β(i )

)
symmetric ,

1�
2

(
α(i )β( j )−α( j )β(i )

)
anti-symmetric ,

gives a symmetric and an anti-symmetric spin-function. Here it is assumed that the spin-
functions are orthonormal, i.e.

〈α(i )|β( j )〉 = δαβδi j , (2.5.11)

giving the normalization factor, 1/
�

2, above. The wavefunction,

ψ(i , j ) = 1s(i )1s( j )× 1�
2

(
α(i )β( j )−α( j )β(i )

)
, (2.5.12)

is thus acceptable since the wavefunction is anti-symmetric and the electrons are indistin-
guishable and in line with our chemical picture that the helium atom has a 1s2 configuration
with a spin-up and and a spin-down electron given schematically in figure 2.2a with two
electrons in the orbital with the lowest energy. For an excited state of He, e.g. 1s(1)2s(2), see
figures 2.2b and (c), the spatial part of the wavefunction becomes

1�
2

(
1s(i )2s( j )±1s( j )2s(i )

)
, (2.5.13)

where the plus sign gives a symmetric function and the minus sign gives an anti-symmetric
function. If they are then combined with appropriate spin functions, anti-symmetric
wavefunctions can be constructed for both the singlet state and the triplet state.
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(a) Ground
state

(b) Singlet
excited
state

(c) Triplet
excited
state

Figure 2.2: Some electronic states for the He atom

2.5.3 n-electron atom

Generalizing to an n-electron atom, a Slater determinant (Heisenberg 1926, Dirac 1926,
Slater 1929),

ψ= 1�
n!

∣∣∣∣∣∣∣∣∣∣

χ1(1) χ2(1) · · · χn(1)
χ1(2) χ2(2) · · · χn(2)

...
...

. . .
...

χ1(n) χ2(n) · · · χn(n)

∣∣∣∣∣∣∣∣∣∣
, (2.5.14)

gives the correct symmetry of the wavefunction as expressed by spin-orbitals.

2.6 Molecular orbitals

A fundamental approximation in molecular orbital theory is to construct molecular orbitals,
ϕi , as a linear combination of m atomic orbitals, φ j , the LCAO approximation,

ϕi =
m∑

j=1
ci jφ j , (2.6.1)

where ci j is an orbital coefficient. For the hydrogen molecule, H2, a molecular orbital, σi

(where σ indicates that it is a σ-bond), may be written as a linear combination of two atomic
orbitals, a 1s orbital for the first hydrogen atom, 1sA, and a 1s orbital for the second hydrogen
atom, 1sB ,

σi = ci A 1sA +ci B 1sB . (2.6.2)

Using only two atomic orbitals for the hydrogen molecule, the solutions may be found
trivially by regarding the symmetry of the molecule. If the two nuclei are placed at (xe ,0,0)
and (−xe ,0,0), respectively, the probability to find an electron in x and −x will be equal
because of symmetry reasons. Assuming real wavefunctions,

ψ2(x) =ψ2(−x) , (2.6.3)

which has two solutions, a symmetric and an anti-symmetric solution,

ψ(x) =ψ(−x) and ψ(x) =−ψ(−x) . (2.6.4)
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σg

σu

1sA 1sB

(a) Ground state

σg

σu

1sA 1sB

(b) Triplet excited state

Figure 2.3: Molecular orbital diagrams of the hydrogen molecule

Thus, 1sA and 1sB are two identical functions (atomic orbitals), centered around xe and −xe ,
respectively. Furthermore, cAi = cBi or cAi = −cBi . If the atomic orbitals are orthonormal,
see eq. (2.5.3), orthonormal molecular orbitals are given by

σg = 1�
2

(
1sA +1sB

)
and σu = 1�

2

(
1sA −1sB

)
, (2.6.5)

where σg (the subscript g denotes gerade, German for even) is a bonding σ-orbital and σu

(the subscript u denotes ungerade, German for odd) is an antibonding σ-orbital. Following
the Aufbau principle, the orbital with the lower energy σg will be doubly occupied (two
electrons with opposite spin), whereas σu is unoccupied.

In general, the molecular wavefunction may be written as a Slater determinant of molecular
orbitals. For a molecule with n electrons, n

2 molecular orbitals are occupied (two electrons
with opposite spin in each molecular orbital), whereas the remaining molecular orbitals are
unoccupied. As an example, the ground state of the hydrogen molecule, ψ0, may thus be
written as a Slater determinant of the occupied spin-orbitals,

ψ0 = 1�
2

∣∣∣∣∣
χ1(1) χ2(1)
χ1(2) χ2(2)

∣∣∣∣∣=
1�
2

(
χ1(1)χ2(2)−χ1(2)χ2(1)

)
, (2.6.6)

where χ1( j ) = σg ( j )α( j ) and χ2( j ) = σg ( j )β( j ) and the wavefunction is normalized.
Molecular orbitals may be depicted in molecular orbital (MO) diagrams, given for the
hydrogen molecule in its ground state in figure 2.3a. If we regard the triplet state of the
hydrogen molecule, the MO diagram is given in figure 2.3b, the wavefunction, ψ1, becomes

ψ1 = 1�
2

∣∣∣∣∣
χ1(1) χ3(1)
χ1(2) χ3(2)

∣∣∣∣∣=
1�
2

∣∣∣∣∣
σg (1)α(1) σu(1)α(1)
σg (2)α(2) σu(2)α(2)

∣∣∣∣∣ , (2.6.7)

where we have used the notation χ3( j ) =σu( j )α( j ).
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2.6.1 Energy of the hydrogen molecule

The electronic Hamiltonian for the hydrogen molecule is

Ĥ el =−1

2
∇2

1 −
1

2
∇2

2 −
ZA

r1A
− ZA

r2A
− ZB

r1B
− ZB

r2B
+ 1

r12
+ ZA ZB

RAB
, (2.6.8)

which we rewrite as

Ĥ el = Ĥ1 +Ĥ2 + 1

r12
+ ZA ZB

RAB
, (2.6.9)

where the one-electron term, Ĥ i , for electron i is given as

Ĥ i =−1

2
∇2

i −
ZA

ri A
− ZB

ri B
. (2.6.10)

We introduce

E0 = E0(1)+E0(2)+E0(1,2)+ ZA ZB

RAB
, (2.6.11)

where the last term on the right-hand side is a classical Coulomb energy between the two
nuclear charges. For the one-electron contribution to electron 1, we get for the ground
state of the hydrogen molecule in eq. (2.6.6), using the expectation value for the energy in
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eq. (2.3.8) (see exercise 2.3),

E0(1) = 〈ψ0|Ĥ1|ψ0〉
= 1

2

(
〈χ1(1)|Ĥ1|χ1(1)〉+〈χ2(1)|Ĥ1|χ2(1)〉

)

= 〈σg (1)|Ĥ1|σg (1)〉 . (2.6.12)

Analogously,
E0(2) = 〈σg (2)|Ĥ2|σg (2)〉 . (2.6.13)

The two-electron term, E0(1,2), becomes (again see exercise 2.3)

E0(1,2) = 〈σg (1)σg (2)| 1

r12
|σg (1)σg (2)〉 , (2.6.14)

which may be rephrased as

E0(1,2) =
∫

σ∗
g (1)σ∗

g (2)
1

r12
σg (1)σg (2)dτ=

∫
ρ(1)

1

r12
ρ(2)dτ , (2.6.15)

where we in line with Born’s interpretation in eq. (2.3.1) relate the electron density for a
molecular orbital as ρ( j ) = σ∗( j )σ( j ). Thus, E(1,2) is interpreted as a Coulomb interaction
between two charge distributions and these Coulomb terms are normally denoted as Ji j . We
therefore rewrite eq. (2.6.11) as

E0 = H1 +H2 + J12 + ZA ZB

RAB
, (2.6.16)

where we also have adopted the notation H j ≡ E0( j ) for the one-electron terms.

In addition, the energy of the triplet state of the hydrogen molecule, see eq. (2.6.7) for its
wavefunction, is obtained (see exercise 2.3). The one-electron terms become analogous to
the ground state,

E1( j ) = 1

2

(
〈σg ( j )|Ĥ j |σg ( j )〉+〈σu( j )|Ĥ j |σu( j )〉

)
, (2.6.17)

but the two-electron term, E1(1,2), becomes

E1(1,2) = 1

2

(
〈σg (1)σu(2)| 1

r12
|σg (1)σu(2)〉+〈σu(1)σg (2)| 1

r12
|σu(1)σg (2)〉

)

︸ ︷︷ ︸
J12

− 〈σg (1)σu(2)| 1

r12
|σg (2)σu(1)〉

︸ ︷︷ ︸
K12

. (2.6.18)

Again, the first term on the right-hand side is interpreted as a Coulomb interaction, Ji j ,
whereas the second term is referred to as an exchange integral and is denoted as Ki j . The
energy for the triplet state of the hydrogen molecule thus becomes

E1 = H1 +H2 + J12 −K12 + ZA ZB

RAB
. (2.6.19)
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Since an exchange integral, Ki j , has a positive sign, it means that the triplet state in eq. (2.6.7)
has a lower energy than the corresponding excited singlet state,

ψ2 = 1�
2

∣∣∣∣∣
σg (1)α(1) σu(1)β(1)
σg (2)α(2) σu(2)β(2)

∣∣∣∣∣ , (2.6.20)

and the interpretation is that the electrons are more delocalized when the system is in the
triplet state.

2.6.2 Energy of a Slater determinant

The Slater determinant in eq. (2.5.14) is rewritten as

|ψ〉 = Â |χ1(1)χ2(2) . . .χn(n)〉 , (2.6.21)

where Â is the antisymmetrizing operator generating the correct Slater determinant by
operating on the direct product of spin-orbitals. Â is given as

Â = 1�
n!

n−1∑
p=0

(−1)p P̂ (p) = 1�
n!


1̂−

n∑
i=1

n∑
j=i+1

P̂ (1)
i j +

n∑
i=1

n∑
j=i+1

n∑
k= j+1

P̂ (2)
i j k − . . .


 , (2.6.22)
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where 1̂ is the identity operator, P̂ (1)
i j is a permutation operator permuting the coordinates

of two electrons i and j ,
P̂ (1)

i j |χi (i )χ j ( j )〉 = |χ j (i )χi ( j )〉 . (2.6.23)

Analogously, P̂ (2)
i j k gives all possible permutations of the coordinates of three electrons,

P̂ (2)
i j k |χi (i )χ j ( j )χk (k)〉 = |χk (i )χi ( j )χ j (k)〉+ |χ j (i )χk ( j )χi (k)〉 , (2.6.24)

etc. By convention, we order the orbitals in the direct products in eqs. (2.6.23) and (2.6.24)
by the label of the electronic coordinates. It can be shown that Â commutes with Ĥ ,

[
Â ,Ĥ

]
= Â Ĥ −Ĥ Â = 0 , (2.6.25)

and that
Â Â =

�
n!Â . (2.6.26)

Eqs. 2.6.25 and (2.6.26) are derived in exercise (2.4). We rewrite the electronic Hamiltonian
in eq. (2.4.2) in line with eq. (2.6.9) as

Ĥ el = T̂e + V̂en + V̂ee + V̂nn =
n∑

i=1
ĥ(i )+

n∑
i=1

n∑
j=i+1

ĝ (i , j )+ V̂nn , (2.6.27)

i.e. the one-electron term ĥ(i ) is the motion of electron i in the potential of all the nuclei
and includes thus the T̂e and V̂ne terms and ĝ (i , j ) is the two-electron term including the
electron-electron Coulomb repulsion term V̂ee . The energy of the Slater determinant in
eq. (2.6.21) is given as

E0 = 〈ψ|Ĥ el|ψ〉
= 〈Âχ1(1)χ2(2) . . .χn(n)|Ĥ el|Âχ1(1)χ2(2) . . .χn(n)〉
=

�
n!〈χ1(1)χ2(2) . . .χn(n)|Ĥ el|Âχ1(1)χ2(2) . . .χn(n)〉

=
n−1∑
p=0

(−1)p 〈χ1(1)χ2(2) . . .χn(n)|Ĥ el|P̂ (p)χ1(1)χ2(2) . . .χn(n)〉 . (2.6.28)

The nucleus-nucleus Coulomb operator, V̂nn , only depends on the nuclear coordinates,

〈ψ|V̂nn |ψ〉 =Vnn〈ψ|ψ〉 =Vnn , (2.6.29)

where we have used that ψ is normalized. Vnn is thus reduced to a classical Coulomb
interaction energy as in eq. (2.6.11) for the hydrogen molecule. Using that the spin-orbitals
form an orthonormal set, only the identity operator 1̂ in the expansion of Â in eq. (2.6.22)
gives a contribution to the energy of the one-electron operator ĥ(i ), e.g.

〈χ1(1)χ2(2) . . .χn(n)|ĥ(1)|χ1(1)χ2(2) . . .χn(n)〉
= 〈χ1(1)|ĥ(1)|χ1(1)〉〈χ2(2)|χ2(2)〉 . . .〈χn(n)|χn(n)〉
= 〈χ1(1)|ĥ(1)|χ1(1)〉 = h1 . (2.6.30)
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For the one-electron operator, all energy terms including a permutation gives zero, e.g.

〈χ1(1)χ2(2) . . .χn(n)|ĥ(1)|P̂ (1)
12 χ1(1)χ2(2) . . .χn(n)〉

= 〈χ1(1)|ĥ(1)|χ2(1)〉〈χ2(2)|χ1(2)〉 . . .〈χn(n)|χn(n)〉 = 0 , (2.6.31)

where the second term on the right-hand side with the integration over the coordinates of
electron 2 is zero because of the orthogonality of the spin-orbitals 1 and 2. For the same
reason, only the identity operator 1̂ and the two-electron permutation operator P̂ (1)

i j in
eq. (2.6.22) give contributions for the two-electron operator g (i , j ). The term for the identity
operator for electrons 1 and 2 becomes

〈χ1(1)χ2(2)χ3(3) . . .χn(n)|ĝ (1,2)|χ1(1)χ2(2)χ3(3) . . .χn(n)〉
= 〈χ1(1)χ2(2)|ĝ (1,2)|χ1(1)χ2(2)〉〈χ3(3)|χ3(3)〉 . . .〈χn(n)|χn(n)〉
= 〈χ1(1)χ2(2)|ĝ (1,2)|χ1(1)χ2(2)〉 = J12 , (2.6.32)

and is referred to as a Coulomb integral in line with eq. (2.6.15) for the hydrogen molecule.
The second term for P̂ (1)

12 becomes

〈χ1(1)χ2(2)χ3(3) . . .χn(n)|ĝ (1,2)|P̂ (1)
12 χ1(1)χ2(2)χ3(3) . . .χn(n)〉

= 〈χ1(1)χ2(2)|ĝ (1,2)|χ2(1)χ1(2)〉〈χ3(3)|χ3(3)〉 . . .〈χn(n)|χn(n)〉
= 〈χ1(1)χ2(2)|ĝ (1,2)|χ2(1)χ1(2)〉 = K12 , (2.6.33)

where K12 is denoted an exchange integral in line with eq. (2.6.18). The combination of Slater
determinants and orthonormal orbitals to reduce the molecular energy into a sum of one-
and two-electron integrals is referred to as the Slater-Condon rules (Slater 1929, Condon
1930). In eqs. (2.6.32) and (2.6.33), we put electrons 1 and 2 in orbitals 1 and 2, however
we integrate over the electronic coordinates so the electrons could have had any labels. We
can therefore drop the electron labels and write the Coulomb and exchange integrals as

J12 = 〈χ1χ2|ĝ |χ1χ2〉 and K12 = 〈χ1χ2|ĝ |χ2χ1〉 , (2.6.34)

respectively, but where we now have to be observant on the order of the orbitals in the
integrals. The energy in eq. (2.6.28) may thus be written as

E0 =
n∑

i=1
hi +

n∑
i=1

n∑
j=i+1

(
Ji j −Ki j

)
+Vnn , (2.6.35)

where the minus sign for the exchange integrals arises from the (−1)p factor in eq. (2.6.28).
Utilizing that the self-interaction Ji i is exactly cancelled by Ki i , see eqs. (2.6.32) and (2.6.33),
eq. (2.6.35) is rewritten as

E0 =
n∑

i=1
hi + 1

2

n∑
i=1

n∑
j=1

(
Ji j −Ki j

)
+Vnn . (2.6.36)

For a closed-shell system, we put two electrons in each spatial orbital but with opposite spin.
As an example, we take

χ1(1) =ϕ1(1)α(1) and χ2(2) =ϕ1(2)β(2) (2.6.37)
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Let us compute the exchange integral in eq. (2.6.33) for this pair of orbitals,

K12 = 〈χ1(1)χ2(2)|ĝ (1,2)|χ1(2)χ2(1)〉
= 〈ϕ1(1)ϕ2(2)|ĝ (1,2)|ϕ1(2)ϕ2(1)〉〈α(1)|β(1)〉〈α(2)|β(2)〉 = 0 (2.6.38)

which becomes zero because of the orthogonality of the spin functions, see eq. (2.5.11).
Therefore half of the exchange integrals in eq. (2.6.36) vanish so that

E0 = 2
n/2∑
i=1

hi +
n/2∑
i=1

n/2∑
j=1

(
2Ji j −Ki j

)
, (2.6.39)

where the sums now run over the number of doubly occupied orbitals.

2.7 The variational principle

Variation theory is a method to obtain approximate solutions to the Schrödinger equation.
We denote the exact wavefunction with ψi and an approximate trial function by ψ̃i . The
exact eigenenergies are denoted Ei . The energy of the trial function, Ẽi , is written as an
expectation value,

Ẽi = 〈ψ̃i |Ĥ |ψ̃i 〉
〈ψ̃i |ψ̃i 〉

, (2.7.1)

which is termed the Rayleigh ratio. The variation theorem states (shown in exercise 2.5)

Ẽ0 ≥ E0 for any choice of ψ̃i , (2.7.2)

where the equal sign holds only if the trial function is equal to the exact wavefunction.
Consequently, the energy serves as a measure of how good the trial wavefunction is, and
we search for a trial function with the lowest possible energy. An important use case of the
variational principle is when the trial function is expanded in a set of m functions, φp ,

ψ̃0 =
m∑

p=1
cpφp , (2.7.3)

where cp is a coefficient to be determined. The Rayleigh ratio in eq. (2.7.1) becomes

Ẽ0 =

m∑
p,q=1

cp cq Hpq

m∑
p,q=1

cp cq Spq

, (2.7.4)

where we have used the notation Hpq = 〈φp |Ĥ |φq〉 and Spq = 〈φp |φq〉, respectively.
Applying the variation theorem in eq. (2.7.2) to this trial function leads to the following
conditions

∂Ẽ0

∂cr
= 0 ∀r . (2.7.5)
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The result is obtained as a secular equation (see exercise 2.6)

m∑
p=1

cp

(
Hpr − Ẽ0Spr

)
= 0 ∀r , (2.7.6)

which is fulfilled if its secular determinant is zero (also see exercise 2.6),

|H− Ẽ0S| = 0 , (2.7.7)

where Hpr is a matrix element of H and Spr is a matrix element of S. This method is termed
the Rayleigh-Ritz method.

2.8 Perturbation theory

2.8.1 Time-independent perturbation theory

Rayleigh-Schrödinger perturbation theory (RSPT) is introduced (see e.g. (Hirschfelder et al.
1964)). The purpose is to solve the eigenvalue problem for the Hamiltonian, Ĥ ,

Ĥ |ψk〉 =
(
Ĥ0 +λĤ1

)
|ψk〉 = εk |ψk〉 , (2.8.1)
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where the Hamiltonian is divided into two parts, Ĥ0 and Ĥ1. It is assumed that the solutions
are known for the unperturbed Hamiltonian Ĥ0,

Ĥ0|ψ(0)
i 〉 = ε(0)

i |ψ(0)
i 〉 , (2.8.2)

whereas Ĥ1 is regarded as a perturbation and λ is an order parameter. It is thus implied that
Ĥ1 in some sense is small compared to Ĥ0 and thus that the zeroth-order wavefunction,
ψ(0)

k , is also relatively close to the exact wavefunction, ψk . Both the wavefunction, ψk , and
the energies, εk , are expanded in λ as

εk = ε(0)
k +λε(1)

k +λ2ε(2)
k + . . . and |ψk〉 = |ψ(0)

k 〉+λ|ψ(1)
k 〉+λ2|ψ(2)

k 〉+ . . . , (2.8.3)

where |ψ(n)
k 〉 and ε(n)

k are the nth order corrections to the wavefunction and the energy,
respectively. We proceed by putting eq. (2.8.3) into the Schrödinger equation in eq. (2.8.1),

(
Ĥ0 +λĤ1

)(
|ψ(0)

k 〉+λ|ψ(1)
k 〉+λ2|ψ(2)

k 〉+ . . .
)
=

=
(
ε(0)

k +λε(1)
k +λ2ε(2)

k + . . .
)(
|ψ(0)

k 〉+λ|ψ(1)
k 〉+λ2|ψ(2)

k 〉+ . . .
)

. (2.8.4)

This equation must hold for each order n in λn leading to for the lowest orders:

n = 0 Ĥ0|ψ(0)
k 〉 = ε(0)

k |ψ(0)
k 〉 (2.8.5)

n = 1 Ĥ0|ψ(1)
k 〉+Ĥ1|ψ(0)

k 〉 = ε(0)
k |ψ(1)

k 〉+ε(1)
k |ψ(0)

k 〉 (2.8.6)

n = 2 Ĥ0|ψ(2)
k 〉+Ĥ1|ψ(1)

k 〉 = ε(0)
k |ψ(2)

k 〉+ε(1)
k |ψ(1)

k 〉+ε(2)
k |ψ(0)

k 〉 , (2.8.7)

i.e. the leading term in the expansion is the zeroth-order solution in eq. (2.8.2). The
normalization of ψ(m)

k is chosen according to intermediate normalization as

〈ψ(m)
k |ψ(n)

k 〉 = δmn . (2.8.8)

The energy for each order n are obtained by projecting eqs. (2.8.5)–(2.8.7) by 〈ψ(0)
k |, then

using eq. (2.8.2) and applying the condition in eq. (2.8.8), which leads to

n = 1 ε(1)
k = 〈ψ(0)

k |Ĥ1|ψ(0)
k 〉 (2.8.9)

n = 2 ε(2)
k = 〈ψ(0)

k |Ĥ1|ψ(1)
k 〉 . (2.8.10)

The first-order correction to the energy, ε(1)
k , is given as the expectation value of the

perturbation operator, Ĥ1. For obtaining a first-order correction to the wavefunction in
Rayleigh-Schrödinger perturbation theory, it is expanded in the spectrum of the unper-
turbed wavefunction,

|ψ(1)
k 〉 =

∞∑
j=1

c(1)
k j |ψ(0)

j 〉 , (2.8.11)

and by projecting with 〈ψ(0)
j |, we obtain

〈ψ(0)
j |ψ(1)

k 〉 = c(1)
k j . (2.8.12)
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The intermediate normalization condition in eq. (2.8.8) gives that c(1)
kk = 0, which leads to

|ψ(1)
k 〉 =

∞∑
j �=k

|ψ(0)
j 〉〈ψ(0)

j |ψ(1)
k 〉 . (2.8.13)

Furthermore, eq. (2.8.6) is rewritten as

(
ε(0)

k −Ĥ0

)
|ψ(1)

k 〉 =
(
Ĥ1 −ε(1)

k

)
|ψ(0)

k 〉 , (2.8.14)

which is projected by 〈ψ(0)
j | giving

(
ε(0)

k −ε(0)
j

)
〈ψ(0)

j |ψ(1)
k 〉 = 〈ψ(0)

j |Ĥ1|ψ(0)
k 〉 for all j apart from j = k . (2.8.15)

Thus c(1)
k j in eq. (2.8.12) becomes

c(1)
k j =

〈ψ(0)
j |Ĥ1|ψ(0)

k 〉
ε(0)

k −ε(0)
j

for j �= k . (2.8.16)

The first-order correction to the wavefunction in eq. (2.8.13) may thus be written as

|ψ(1)
k 〉 =

∞∑
j �=k

〈ψ(0)
j |Ĥ1|ψ(0)

k 〉
ε(0)

k −ε(0)
j

|ψ(0)
j 〉 . (2.8.17)

Eqs. (2.8.10) and (2.8.17) are combined to give the second-order contribution to the energy,

ε(2)
k = 〈ψ(0)

k |Ĥ1|ψ(1)
k 〉 =

∞∑
j �=k

〈ψ(0)
k |Ĥ1|ψ(0)

j 〉〈ψ(0)
j |Ĥ1|ψ(0)

k 〉
ε(0)

k −ε(0)
j

. (2.8.18)

Also the second-order correction to the energy, ε(2)
k , is thus given in terms of the solution

to the zeroth-order problem in eq. (2.8.2). From eq. (2.8.18), it becomes, however, apparant
where Rayleigh-Schrödinger perturbation theory fails. When ε(0)

k ≈ ε(0)
j , eq. (2.8.18) diverges.

2.8.2 Time-dependent perturbation theory

We consider a time-dependent Hamiltonian, Ĥ (t ), partitioned as

Ĥ (t ) = Ĥ0 +λĤ1(t ) (2.8.19)

where Ĥ1(t ) is a time-dependent perturbation and λ is an order parameter as in eq. (2.8.1).
Ĥ0 is the time-independent Hamiltonian for the unperturbed system for which the
wavefunction is stationary (see eq. (2.3.4)),

|Ψ(0)
n (t )〉 = e

− iε(0)
n t
ħ |ψ(0)

n 〉 = e− iωn t |ψ(0)
n 〉 (2.8.20)
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where we introduced ωn = ε(0)
n /ħ in the last step. The solution to the time-independent

Schrödinger equation in eq. (2.1.9) is known for the Hamiltonian Ĥ0,

Ĥ0|ψ(0)
n 〉 = ε(0)

n |ψ(0)
n 〉 (2.8.21)

where ψ(0)
n forms an orthonormal set (see eq. (2.3.11)),

〈ψ(0)
m |ψ(0)

n 〉 = δmn . (2.8.22)

We also assume that before the perturbation is turned on (chosen as t = 0), we are in state p
so that

|Ψ(0)〉 = |ψ(0)
p 〉 . (2.8.23)

The evolution in time of the wavefunction Ψ(t ) is given by the time-dependent Schrödinger
equation in eq. (2.1.1),

iħ ∂

∂t
|Ψ(t )〉 = Ĥ (t )|Ψ(t )〉 . (2.8.24)

We proceed by expanding the wavefunction Ψ(t ) in the solutions of the unperturbed system,

|Ψ(t )〉 =
∞∑

n=0
an(t )|Ψ(0)

n (t )〉 =
∞∑

n=0
an(t )e− iωn t |ψ(0)

n 〉 , (2.8.25)
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where we used eq. (2.8.20) and an(t ) are time-dependent coefficients to be determined. We
combine eqs. (2.8.25) and (2.8.24) leading to

Ĥ (t )
∞∑

n=0
an(t )e− iωn t |ψ(0)

n 〉 = iħ ∂

∂t

∞∑
n=0

an(t )e− iωn t |ψ(0)
n 〉 (2.8.26)

Using eq. (2.8.19) and the dot notation (Newton’s notation) for time derivatives,

ȧn(t ) ≡ dan(t)

dt
(2.8.27)

we get

∞∑
n=0

(
ε(0)

n an(t )e− iωn t |ψ(0)
n 〉+an(t )λĤ1(t )e− iωn t |ψ(0)

n 〉
)

=
∞∑

n=0

(
iħȧn(t )e− iωn t |ψ(0)

n 〉+ε(0)
n an(t )e− iωn t |ψ(0)

n 〉
)

(2.8.28)

where two of the terms cancel each other. Projecting by

〈Ψ(0)
m (t )| = 〈ψ(0)

m |eiωm t (2.8.29)

gives
∞∑

n=0
an(t )〈ψ(0)

m |λĤ1(t )|ψ(0)
n 〉eiωmn t = iħȧm(t ) , (2.8.30)

where ωmn = ωm −ωn and we have used the orthonormality condition in eq. (2.8.22). We
expand the time-dependent coefficients an(t ) in the order parameter λ,

an(t ) =
∞∑

i=0
λi a(i )

n (t ) . (2.8.31)

After substituting eq. (2.8.31) into eq. (2.8.30), the resulting equation has to hold for each
order of λi , i = 0,1, . . . ,∞. For i = 0, we get the unperturbed and time-independent
wavefunction so a(0)

n = δpn from eq. (2.8.23). For i = 1, we get

iħȧ(1)
m (t ) =

∞∑
n=0

a(0)
n 〈ψ(0)

m (t )|Ĥ1(t )|ψ(0)
n 〉eiωmn t = 〈ψ(0)

m |Ĥ1(t )|ψ(0)
p 〉eiωmp t , (2.8.32)

where we in the last step have used that a(0)
n = δpn . We can integrate this equation, assuming

that the perturbation is turned on at t = 0, as

a(1)
m (t )−a(1)

m (0) = − i

ħ

t∫

0

〈ψ(0)
m |Ĥ1(t ′)|ψ(0)

p 〉eiωmp t ′ dt’ , (2.8.33)

where a(1)
m (0) = 0 is given by the initial condition at t = 0 in eq. (2.8.23) and a(0)

m (0) = δmp . If
Ĥ1(t ) is of the form Ĥ1(t ) = V̂ f (t ) where V̂ is independent of time and f (t ) is a function of
time only,

a(1)
m (t ) = − i

ħ 〈ψ(0)
m |V̂ |ψ(0)

p 〉
t∫

0

f (t ′)eiωmp t ′ dt’ . (2.8.34)
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Figure 2.4: The probability
sin2( 1

2 ωt )

( 1
2 ω)2 versus ω. It is noted that the central peak grows as t 2 and narrows as 1/t .

If the wavefunction in eq. (2.8.25) is normalized,
∫

Ψ∗(t )Ψ(t )dτ=
∞∑

m=0
|am(t )|2 = 1 , (2.8.35)

where |am(t )|2 has the interpretation of being the probability, Pp→m(t ), of the system being
in state m at time t if it was in state p at t = 0,

Pp→m(t ) = |am(t )|2 . (2.8.36)

Further developments depend on the form of f (t ), where examples are Fermi’s golden rule
in section 2.8.2.1 and the frequency-dependent polarizability in section 2.9.4.

2.8.2.1 Fermi’s golden rule

If it is assumed that the perturbation, Ĥ1(t ), is independent of time apart from being turned
on at t = 0, we have from eq. (2.8.34) that f (t ′) = 1 leading to (see exercise 2.13)

a(1)
m (t ) =−〈ψ(0)

m |V̂ |ψ(0)
p 〉

ħ
eiωmp t −1

ωmp
, m �= p . (2.8.37)

Utilizing eq. (2.8.35) to first order in λ, we get (see exercise 2.14)

P (1)
p→m(t ) = |a(1)

m (t )|2 = 4|〈ψ(0)
m |V̂ |ψ(0)

p 〉|2 sin2( 1
2ωmp t )

ħ2ω2
mp

, m �= p , (2.8.38)

which is the first-order probability for the transition from state p to state m. This probability
is shown as a function of ωmp in Figure 2.4, where the most likely transitions are to states
whose energies lie under the central peak. Since this peak is given by the first zeros of sin(x),
the energies of the most probable states satisfy

ħωmp = |Ep −Em | < 2πħ
t

. (2.8.39)
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Furthermore, it is supposed that there is a continuum of states around state m, and that we
would like to know the probability of the transition into this group of states rather than into
a single state m. Let us assume that |〈ψ(0)

m |V̂ |ψ(0)
p 〉|2 is a smooth and slowly varying function

of m and let ρ(Em) be the density of states around Em . The probability of a transition from
state p to a state around m becomes

P (1)
p→m(t ) = |〈ψ(0)

m |V̂ |ψ(0)
p 〉|2

∫

∗
ρ(Em)

sin2
(
ωmp t

2

)

(
ωmp

2

)2 dEm (2.8.40)

where dEm = ħdωm and the asterisk indicates that we integrate only over a small region
around Em . For large enough t , the central peak will include all the states around Em . If
we also assume that ρ(Em) is a slowly varying function of Em , we get

P (1)
p→m(t ) = |〈ψ(0)

m |V̂ |ψ(0)
p 〉|2ρ(Em)

∫

∗

sin2
(
ωmp t

2

)

(
ωmp

2

)2 dEm (2.8.41)

For large t the area under the central peak is essentially all the area and we can extend the
limits to ±∞ and use ∞∫

−∞

sin2(x)

x2
dx =π (2.8.42)

The probability is written in terms of the transition rate Γ as

P (1)
p→m(t ) = Γt (2.8.43)

so that

Γ= 2π

ħ |〈ψ(0)
m |V̂ |ψ(0)

p 〉|2ρ(Em) , where |Ep −Em | < 2πħ
t

, (2.8.44)

which is known as Fermi’s golden rule. A similar result may be obtained by noting that as t
becomes large the probability in figure 2.4 becomes more and more peaked around Em = Ep .
Since it has the total area 2πt/ħ, it therefore approaches 2πt

ħ δ(Ep −Em) apart from negligible
oscillations in the wings. We thus have

Γ= 2π

ħ |〈ψ(0)
m |V̂ |ψ(0)

p 〉|2δ(Ep −Em) (2.8.45)

as an alternative form of Fermi’s golden rule.

2.8.3 Use cases for perturbation theory

In this text, we will use perturbation theory in several different ways. In general we partition
the Hamiltonian Ĥ in eq. (2.8.1) into

Ĥ = Ĥ0 +λĤ1 , (2.8.46)

where we can solve the Schrödinger equation for Ĥ0 and we regard Ĥ1 as a perturbation.
The first application area is presented in section 2.9 when Ĥ0 is the molecular Hamiltonian
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in eq. (2.4.2) and Ĥ1 is the interaction with an electric field, i.e. the perturbation in
eq. (2.8.46) is a physical perturbation of the system.

Secondly, if we are not able to solve the Schrödinger equation for the Hamiltonian Ĥ but
instead we have a solution for an approximate Hamiltonian Ĥ0, we can regard the difference
between the exact and the approximate Hamiltonian as a perturbation,

Ĥ1 = Ĥ −Ĥ0 , (2.8.47)

and apply perturbation theory to include corrections to Ĥ0. The typical example is that we
cannot solve the Schrödinger equation for the molecular Hamiltonian in eq. (2.4.2). Rather
we introduce the Hartree-Fock approximation as in section 2.10, and in section 2.12.2 we
use perturbation theory to correct for the Hartree-Fock approximation in Møller-Plesset
perturbation theory.

Finally in a very similar use case, we do a Taylor expansion of the Hamiltonian around Ĥ0,

Ĥ = Ĥ0 +
∞∑

n=1

1

n!
λnĤn , (2.8.48)

where we again assume that we can solve the Schrödinger equation for Ĥ0 and we include
Ĥn as perturbations order by order. Here the standard example is vibrational motion
in molecules where we do a Taylor example of the potential energy surface, and Ĥ0 is
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the harmonic oscillator, given for a diatomic molecule in appendix 2.A.2, and the leading
correction from perturbation theory arises from the anharmonicity of the potential energy
surface.

2.9 First and second-order electric properties

2.9.1 Multipole expansion

The starting point is classical electrostatics where we regard a set of point charges interacting
with a test charge. The interaction energy, V , between a charge distribution described by a
set of N point charges, qi , and a test charge, qt is given by Coulomb’s law as (using atomic
units)

V =
N∑

i=1

qi qt

Ri t
, (2.9.1)

where Ri t is the distance between particles i and t . Note that the Coulomb interactions
within the set of N point charges are not included in eq. (2.9.1). The electrostatic potential
in a point t , ϕt , is defined from the interaction energy V obtained by placing a test charge qt

in point t ,
V = qtϕt , (2.9.2)

which leads to the following definition of the electrostatic potential in point t from the
charge distribution,

ϕt =
N∑

i=1

qi

Ri t
(2.9.3)

Consequently, the electrostatic potential at point charge i , ϕi , arising from the test charge,
t , is given as

ϕi = qt

Ri t
(2.9.4)

so that the potential energy can be written as

V =
N∑

i=1
ϕi qi . (2.9.5)

The next step is to carry out a multipole expansion, i.e. a Taylor expansion of the electrostatic
potential at each point i around a common origin where it is assumed that |�ROi |� |�RtO | for
the Taylor expansion to converge rapidly. For a Taylor expansion in Cartesian coordinates,
the electrostatic potential at particle i , ϕi , becomes (see figure 2.5)

ϕi = qt

|�Rti |
= qt

|�RtO +�ROi |
= ϕO +Ri ,α∇i ,αϕO + 1

2
Ri ,αRi ,β∇i ,β∇i ,αϕO + . . .

= ϕ(0)
O +Ri ,αϕ

(1)
O,α+

1

2
Ri ,αRi ,βϕ

(2)
O,αβ+ . . .

=
∞∑

m=0

1

m!
Ri ,α1 . . .Ri ,αmϕ

(m)
O,α1...αm

, (2.9.6)
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�RO

�Ri

qt

Figure 2.5: Molecular multipole expansion. For each particle (electron or nucleus) i , a Taylor expansion of the
electrostatic potential is carried out around a common origin �RO . Note that �Ri is used to denote a point so that

the distance vector is given by
(
�Ri −�RO

)
. In general, the explicit reference to the origin is however dropped

and thus �Ri may be interpreted both as the point and the distance vector. The explicit reference to the origin
is only needed in a few cases, for example to investigate the origin dependence of molecular properties (see
exercises 2.7 and 2.8).

where ϕO (also written as ϕ(0)
O ) is the electrostatic potential evaluated at the origin �RO given

as qt /|�RtO and ϕ(m)
O,α1...αm

is the mth derivative of the electrostatic potential with respect
to a Cartesian coordinate x, y or z calculated at the origin O. The Einstein summation
convention is used for the subscripts α and β denoting the Cartesian coordinates x, y and
z. In the last line of eq. (2.9.6), a special notation is used for m = 0, where the whole term
is reduced to ϕ(0)

O . Using the Taylor expansion of the electrostatic potential in eq. (2.9.6), the
interaction energy, V , in eq. (2.9.1) becomes

V =
N∑

i=1
qiϕO +qi Ri ,αϕ

(1)
O,α+

1

2
qi Ri ,αRi ,βϕ

(2)
O,αβ+ . . .

=
(

N∑
i=1

qi

)
ϕO +

(
N∑

i=1
qi Ri ,α

)
ϕ(1)

O,α+
1

2

(
N∑

i=1
qi Ri ,αRi ,β

)
ϕ(2)

O,αβ+ . . .

= qmolϕO +µmol
α ϕ(1)

O,α+
1

2
Qmol

αβ ϕ(2)
O,αβ+ . . .

=
∞∑

m=0

1

m!
M (m)

α1...αm
ϕ(m)

O,α1...αm
, (2.9.7)

where an electric moment of order m, M (m)
α1...αm

, is defined as

M (m)
α1...αm

=
N∑

i=1
M (m)

i ,α1...αm
=

N∑
i=1

qi

m∏
p=1

Ri ,αp . (2.9.8)

In particular, the charge, q (m = 0), the dipole moment, µα (m = 1), and the second moment,
Qαβ (m = 2), are defined as

q =
N∑

i=1
qi , µα =

N∑
i=1

qi Ri ,α , Qαβ =
N∑

i=1
qi Ri ,αRi ,β . (2.9.9)

The electric field, Ek,α, in point k is defined as minus the gradient of the electrostatic
potential in the same point k,

Ek,α =−ϕ(1)
k,α , (2.9.10)
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which is consistent with the definition of the force as Fα =−∇αV , so that the electric field is
the force acting on a particle with unit charge. The electric field gradient, Ek,αβ, is trivially
defined as

Ek,αβ =−ϕ(2)
k,αβ , (2.9.11)

and in general the m-th derivative of the electric field, Ek,α1...αm , is defined as

Ek,α1...αm =−ϕ(m)
k,α1...αm

. (2.9.12)

The interaction energy in eq. (2.9.7) is written in terms of the electric field as

V = qϕO −
∞∑

m=1

1

m!
M (m)

α1...αm
E (m)

O,α1...αm
. (2.9.13)

The electrostatic potential at the origin, ϕO , from a point charge, qt , is given by using
eq. (2.9.4) as

ϕO = qt

ROt
= qt T (0)(ROt ) , (2.9.14)

where the T -tensor (or interaction tensor) of rank 0 is defined as

T (0)(Ri j ) = 1

Ri j
. (2.9.15)

Download free eBooks at bookboon.com 33
Download free eBooks at bookboon.com Click on the ad to read moreClick on the ad to read moreClick on the ad to read moreClick on the ad to read moreClick on the ad to read moreClick on the ad to read moreClick on the ad to read moreClick on the ad to read moreClick on the ad to read moreClick on the ad to read moreClick on the ad to read more

American online      
LIGS University 

▶▶ enroll by September 30th, 2014 and 

▶▶ save up to 16% on the tuition!

▶▶ pay in 10 installments / 2 years

▶▶ Interactive Online education
▶▶ visit www.ligsuniversity.com to 

      find out more!

is currently enrolling in the
Interactive Online BBA, MBA, MSc, 

DBA and PhD  programs:

Note: LIGS University is not accredited by any 
nationally recognized accrediting agency listed 
by the US Secretary of Education. 
More info here. 

http://s.bookboon.com/LIGS


ATOMISTIC MODELS

34

Molecular quantum mechanics
ATOMISTIC MODELS MOLECULAR QUANTUM MECHANICS

We now introduce the more compact notation,

T (0)(Ri j ) ≡ T (0)
i j . (2.9.16)

The gradients of the potential as well as the electric field and its gradients are thus obtained
from the gradients of the T -tensor. The T -tensor of rank 1 is defined as

T (1)
i j ,α ≡∇ j ,αT (0)

i j =∇ j ,α
1

Ri j
= −Ri j ,α

R3
i j

, (2.9.17)

where Ri j ,α is a component of the vector connecting particles i and j , Ri j ,α = R j ,α−Ri ,α.

Example 2.1: Force on a point charge

Since the potential energy V for a charge q j in an electrostatic potential ϕ j is given by
eq. (2.9.5) as V = q jϕ j , the force F j ,α is given as

F j ,α =−∇ j ,αV = q j E j ,α (2.9.18)

where we in the second step have used the definition of the electric field in eq. (2.9.10),
the electric field is the force on a point charge with the value +1. If the electrostatic
potential arises from a charge qi

F j ,α =−∇ j ,αqi T (0)
i j q j =−qi T (1)

i j ,αq j (2.9.19)

so that
E j ,α =−qi T (1)

i j ,α (2.9.20)

Since Ri j ,α =−R j i ,α, we have

T (1)
j i ,α =−T (1)

i j ,α . (2.9.21)

The T -tensor of rank 2 is consequently given as

T (2)
i j ,αβ =∇ j ,βT (1)

i j ,α =
3Ri j ,αRi j ,β−δαβR2

i j

R5
i j

, (2.9.22)

where δαβ is the Kroenecker delta function. The T (2)-tensor is traceless,

T (2)
i j ,αα = T (2)

i j ,xx +T (2)
i j ,y y +T (2)

i j ,zz = 0 . (2.9.23)

We also have

T (3)
i j ,αβγ =− 1

R7
i j

(
15Ri j ,αRi j ,βRi j ,γ−3R2

i j

(
Ri j ,αδβγ+Ri j ,βδαγ+Ri j ,γδαβ

))
, (2.9.24)
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and

T (4)
i j ,αβγδ = 1

R9
i j

(
105Ri j ,αRi j ,βRi j ,γRi j ,δ

− 15R2
i j

(
Ri j ,αRi j ,βδγδ+Ri j ,αRi j ,γδβδ+Ri j ,αRi j ,δδβγ

+ Ri j ,βRi j ,γδαδ+Ri j ,βRi j ,δδαγ+Ri j ,γRi j ,δδαβ

)

+ 3R4
i j

(
δαβδγδ+δαγδβδ+δαδδβγ

))
. (2.9.25)

In general, we have

T (n)
i j ,α1...αn

=∇ j ,αn . . .∇ j ,α1

(
1

Ri j

)
. (2.9.26)

Eqs. (2.9.21) and eq. (2.9.23) are generalized to

T (n)
j i ,α1...αn

= (−1)n T (n)
i j ,α1...αn

and T (n)
i j ,α1...αmαm ...αn

= 0 . (2.9.27)

Normally, the second moment in eq. (2.9.9) is instead given as its traceless counterpart, the
quadrupole moment. As an illustration, the interaction energy, V , between a test charge, qt ,
and the second moment of the charge distribution is regarded,

V = 1

2
QO,αβT (2)

Ot ,αβqt . (2.9.28)

A constant contribution, ∆, is added to each of the diagonal terms of QO,αβ,

Q̃O,αβ =QO,αβ+∆δαβ , (2.9.29)

The modified interaction energy, Ṽ , becomes

Ṽ =V + 1

2
∆δαβT (2)

Ot ,αβqt =V + 1

2
∆T (2

Ot ,ααqt =V , (2.9.30)

where we have used that the T (2)-tensor is traceless (eq. (2.9.23)). It is thus noted that the
trace of the second moment does not contribute to the interaction energy since ∆ can be
chosen as

∆=−1

3
Qγγ . (2.9.31)

Therefore, the quadrupole moment is defined as (Buckingham 1967)

Θαβ = 3

2
Qαβ−

1

2
Qγγδαβ , (2.9.32)

where a factor of 3/2 is introduced to be consistent with the literature. Since the quadrupole
moment is traceless, it only contains five independent components. This is equivalent
to d-orbitals for describing atomic orbitals, where we have five orbitals in spherical
polar coordinates as compared to six d-orbitals in Cartesian coordinates. Similarly, the
quadrupole moment describes a second-order shape/anisotropy of the charge distribution,

and the term
(
x2 + y2 + z2

)
is isotropic.
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2.9.1.1 Units

Even if SI units are recommended, they are often not suitable in chemistry since they become
inconviently large or small. A typical length of a covalent bond is in the order of 0.1 nm,
which indeed would be a suitable unit, but historically we instead use ångström (1 Å =
0.1 nm) so a typical bond length is around 1-2 Å. In quantum chemistry, we also commonly
use the atomic unit system, which was introduced in table 2.1, where for example the charge
of an electron is −1.

For dipole moments, we normally use the unit debye, which is a CGS unit and also has
its origin in the electrostatic unit (esu) system. 1 D is the dipole moment of two charges
with different sign, but equal magnitude of 0.2081943 e, separated by 1 Å. The conversion
factor from atomic units thus becomes 1 e · bohr = 2.541766 D. In SI units, we have 1 D =
3.33564 · 10−30 C·m. A typical molecular dipole moment is of the magnitude 1−10 D. Using
the smallest available SI prefix yocto for 1 ·10−24, would still mean that the magnitude of a
typical molecular dipole moment would be around 1 ·10−6 yC·m, illustrating what we above
meant with “inconviently small”.

For quadrupole moments, the buckingham unit is used, where 1 B = 1 DÅ, i.e. the quadrupole
moment of two dipoles of the magnitude 1 D, but opposing directions, placed with a distance
1 Å from each other. The conversion factor from atomic units becomes 1 e · bohr2 =
1.344911 B.
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�RO,A

�ri

�RO,B

�r j

RO

Figure 2.6: Molecular multipole expansions for intermolecular interactions. The distance vector �RAB is defined
as �RAB = �RO,B −�RO,A . Furthermore, �R j =�r j −�RO and �Ri =�ri −�RO .

2.9.1.2 Multipole expansion of two interacting molecules

Two charge distributions, A and B , are considered, where system A has NA point charges and
system B has NB point charges. The Coulomb interaction energy between the two charge
distributions is

VAB =
NA∑
i=1

NB∑
j=1

qi q j

|�R j −�Ri |
=

NA∑
i=1

NB∑
j=1

qi q j

|�r j −�ri +�RAB |
(2.9.33)

where the distance vectors are defined in figure 2.6. If�ri and�r j are small compared to �RAB , a
multipole expansion may be carried out around�ri = 0 and�r j = 0. The multipole expansion
of two interacting charge distributions becomes

VAB =
NA∑
i=1

NB∑
j=1

qi q j

|�r j −�ri +�R|

=
NA∑
i=1

NB∑
j=1

(
qi T (0)

AB q j +qi T (1)
AB ,αq j r j ,α+ 1

2
qi T (2)

AB ,αβq j r j ,αr j ,β+ . . .

− qi ri ,αT (1)
AB ,αq j −qi ri ,αT (2)

AB ,αβq j r j ,β−
1

2
qi ri ,αT (3)

AB ,αβγq j r j ,βr j ,γ+ . . .

+ 1

2
qi ri ,αri ,βT (2)

AB ,αβq j + 1

2
qi ri ,αri ,βT (3)

AB ,αβγq j r j ,γ

+ 1

4
qi ri ,αri ,βT (4)

AB ,αβγδq j r j ,γr j ,δ+ . . .

)
, (2.9.34)

where the definition of the T -tensor in eq. (2.9.21) has been adopted. It is noted that minus
sign appearing in the linear terms in ri ,α (and subsequently also for other odd order terms
in ri ,α) arises from the definition of �RAB = �RO,B − �RO,A as pointing from �RO,A to �RO,B (see
figure 2.6). Defining an electric moment of order m as in eq. (2.9.8), eq. (2.9.34) can be
rewritten as,

VAB =
NA∑
i=1

NB∑
j=1

qi q j

|�r j −�ri +�R| =
∞∑

m,n=0

(−1)m

m!n!
M (m)

i ,α1...αm
T (m+n)

AB ,α1...αm+n
M (n)

j ,αm+1...αm+n
. (2.9.35)
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2.9.2 Polarizability in an external field

The dipole-dipole polarizability, ααβ, is defined as the linear response to an electric field,
Eβ, (Buckingham 1967)

µind
α =ααβEβ , (2.9.36)

where µind
α is the induced dipole moment. Frequently, we use a model of representing a

molecular systems by a set of point particles, and we denote the polarizability for particle i
as αi ,αβ. Analogously to eq. (2.9.36), we define αi ,αβ by

µind
i ,α =αi ,αβEi ,β , (2.9.37)

where µind
i ,α is the induced dipole moment of particle i and Ei ,β is the local electric field

at particle i . The electrostatic interaction energy, Vele, between a dipole moment and an
electric field is given in eq. (2.9.7) as

Vele =−µind
β Eβ . (2.9.38)

In classical theory, there is, however, an additional energy term arising from the work
required to create the induced dipole moment, the self-energy Vself. The polarizability
describes the mobility of charges within a charge distribution. The work Vself required to
move a charge, q , in an external force, Fβ, is

Vself =
�R∫

0

Fβ dRβ . (2.9.39)

Using that the force is Fβ = qEβ and the induced dipole moments is dµind
β

= q dRβ gives

Vself =
�µind∫

0

Eβ dµind
β

(2.9.36)=
�µind∫

0

(
ααβ

)−1
µind
α dµind

β = 1

2

(
ααβ

)−1
µind
α µind

β = 1

2
µind
β Eβ , (2.9.40)

where we have used partial integration in the second last step (see exercise 2.9). The total
energy termed the induction energy, Vind, is the sum of the electrostatic energy and the self-
energy,

Vind =−µind
β Eβ+

1

2
µind
β Eβ =−1

2
µind
β Eβ =−1

2
ααβEβEα . (2.9.41)

The self-energy thus cancels exactly half of the electrostatic energy. It is furthermore noted
that the induction energy is quadratic in the electric field.

2.9.3 A molecule in an external potential

2.9.3.1 Dipole and quadrupole moment

To study a molecule in an external electrostatic potential, Rayleigh-Schrödinger perturba-
tion theory (see section 2.8.1) is adopted. The Hamiltonian for a molecule in an external
potential may be written as

Ĥ = Ĥmol +λV̂ , (2.9.42)
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where Ĥmol is the molecular Hamiltonian discussed in section 2.2, λ is an order parameter
that determines the order in the perturbation expansion, and V̂ is the interaction operator
between a molecular charge distribution and an external electrostatic potential,

V̂ =
N∑

I=1
ZIϕI −

n∑
i=1

ϕi , (2.9.43)

where the minus sign arises from the charge of the electron. As in section 2.2, we regard
a molecule consisting of N nuclei and n electrons. Using the multipole expansion of the
electrostatic potential in eq. (2.9.6), the interaction operator in eq. (2.9.43) becomes

V̂ =
∞∑

m=0

1

m!

(
N∑

I=1
ZI RI ,α1 . . .RI ,αm −

n∑
i=1

ri ,α1 . . .ri ,αm

)
ϕ(m)

O,α1...αm
. (2.9.44)

The operator for a molecular electronic moment is identified as

M̂ (m)
α1...αm

=
N∑

I=1
ZI

m∏
p=1

RI ,αp −
n∑

i=1

m∏
p=1

ri ,αp . (2.9.45)

Consequently, the first-order energy in eq. (2.8.9) using Rayleigh-Schrödinger perturbation
theory becomes

ε(1)
0 = 〈ψ(0)

0 |V̂ |ψ(0)
0 〉 =

∞∑
m=0

1

m!
〈ψ(0)

0 |M̂ (m)
α1...αm

|ψ(0)
0 〉ϕ(m)

O,α1...αm
. (2.9.46)

By comparison to eq. (2.9.7), the molecular charge, qmol, (m = 0) is trivially given as

qmol =
N∑

I=1
ZI −n , (2.9.47)

the molecular dipole moment, µmol
α , (m = 1) is identified as

µmol
α =

N∑
I=1

ZI RI ,α+〈ψ(0)
0 |−

n∑
i=1

ri ,α|ψ(0)
0 〉 , (2.9.48)

and the molecular second moment, Qmol
αβ

, (m = 2) is identified as

Qmol
αβ =

N∑
I=1

ZI RI ,αRI ,β+〈ψ(0)
0 |−

n∑
i=1

ri ,αri ,β|ψ(0)
0 〉 , (2.9.49)

The molecular moment of order m is given as

M (m)
α1...αm

=
N∑

I=1
ZI RI ,α1 . . .RI ,αm +〈ψ(0)

0 |−
n∑

i=1
ri ,α1 . . .rαm |ψ(0)

0 〉 . (2.9.50)

The first-order correction to the energy becomes

ε(1)
0 = qmolϕO +µmol

α ϕ(1)
O,α+

1

2
Qmol

αβ ϕ(2)
O,αβ+ . . .

= qmolϕO −µmol
α EO,α− 1

2
Qmol

αβ EO,αβ+ . . .

=
∞∑

m=0

1

m!
M (m)

α1...αm
ϕ(m)

O,α1...αm
. (2.9.51)

It has thus been demonstrated by comparing to eq. (2.9.7) that the first-order energy
corresponds to classical electrostatics.
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2.9.3.2 Electrostatic potential

Rewriting eq. (2.9.43) as the electrostatic interaction between a molecule and a test charge
qt , we get

V̂ =
N∑

I=1

ZI qt

RI t
−

n∑
i=1

qt

ri t
. (2.9.52)

The electrostatic potential at the test charge, ϕt , is given by eq. (2.9.3) leading to

ϕ̂t =
N∑

I=1

ZI

RI t
−

n∑
i=1

1

ri t
, (2.9.53)

so that
V̂ = ϕ̂t qt . (2.9.54)

Again using the first-order correction to the energy from Rayleigh-Schrödinger perturbation
theory in eq (2.8.9),

ε(1)
0 = 〈ψ(0)

0 |V̂ |ψ(0)
0 〉 = 〈ψ(0)

0 |ϕ̂t |ψ(0)
0 〉qt , (2.9.55)

where thus the electrostatic potential in point t from a molecule becomes

ϕt = 〈ψ(0)
0 |ϕ̂t |ψ(0)

0 〉 =
N∑

I=1

ZI

RI t
−〈ψ(0)

0 |
n∑

i=1

1

ri t
|ψ(0)

0 〉 . (2.9.56)
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2.9.3.3 Polarizability

For the second-order contribution to the energy in eq. (2.8.18),

ε(2)
0 =

∞∑
p=1

1

ε(0)
0 −ε(0)

p

〈ψ(0)
0 |V̂ |ψ(0)

p 〉〈ψ(0)
p |V̂ |ψ(0)

0 〉 , (2.9.57)

it is noted that only the terms in V̂ including explicit dependence on the electronic
coordinates, ri ,α, are non-zero since the electronic states are orthogonal, i.e. 〈ψ(0)

p |ψ(0)
q 〉 =

δpq . Thus the term for m = 0 in eq. (2.9.44) as well as all nuclear contributions to M̂ (m)
α1...αm

in
eq. (2.9.45) vanish. The second-order energy becomes

ε(2)
0 =

∞∑
m=1

∞∑
n=1

1

m!n!


 ∞∑

p=1

1

ε(0)
0 −ε(0)

p

〈ψ(0)
0 |M̂ (m)

α1...αm
|ψ(0)

p 〉〈ψ(0)
p |M̂ (m)

β1...βm
|ψ(0)

0 〉



× ϕ(m)
O,α1...αm

ϕ(n)
O,β1...βn

. (2.9.58)

Adopting the following notation for a polarizability, P (m,n)
α1...αm ,β1...βn

,

P (m,n)
α1...αm ,β1...βn

=
∞∑

p=1

1

ε(0)
0 −ε(0)

p

〈ψ(0)
0 |M̂ (m)

α1...αm
|ψ(0)

p 〉〈ψ(0)
p |M̂ (n)

β1...βn
|ψ(0)

0 〉 , (2.9.59)

eq. (2.9.58) is rewritten as

ε(2)
0 =

∞∑
m=1

∞∑
n=1

1

m!n!
P (m,n)
α1...αm ,β1...βn

ϕ(m)
O,α1...αm

ϕ(n)
O,β1...βn

. (2.9.60)

The leading term (m = 1,n = 1) becomes

ε(2)
0 =

∞∑
p=1


 1

ε(0)
0 −ε(0)

p

〈ψ(0)
0 |−

n∑
i=1

ri ,α|ψ(0)
p 〉ϕ(1)

O,α〈ψ(0)
p |−

n∑
i=1

ri ,β|ψ(0)
0 〉ϕ(1)

O,β


 . (2.9.61)

Defining the molecular dipole-dipole polarizability (m = 1, n = 1), αmol
αβ

, as

αmol
αβ = 2

∞∑
p=1

〈ψ(0)
0 |−

n∑
i=1

ri ,α|ψ(0)
p 〉〈ψ(0)

p |−
n∑

i=1
ri ,β|ψ(0)

0 〉

ε(0)
p −ε(0)

0

, (2.9.62)

where we note the factor of 2 and the reverse of sign in the denominator as compared to
eq. (2.9.59). This leads to

ε(2)
0 = −1

2
αmol
αβ ϕ(1)

O,βϕ
(1)
O,α+ . . .

= −1

2
αmol
αβ EO,βEO,α+ . . . , (2.9.63)

so that the expression for the induction energy in eq. (2.9.41) has been obtained. This
second-order energy quadratic in the electric field is therefore termed the induction energy.
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2.9.4 Frequency-dependent polarizabilities

We use the general result from time-dependent perturbation theory in eq. (2.8.34),

a(1)
m (t ) = − i

ħ 〈ψ(0)
m |V̂ |ψ(0)

p 〉
t∫

0

f (t ′)eiωmp t ′ dt’ , (2.9.64)

so that the first-order correction to the time-dependent wavefunction is

Ψ(1)(t ) =
∑
k

a(1)
k (t )e− iωk t |ψ(0)

k 〉 . (2.9.65)

The Hamiltonian, Ĥ (t ), is as in eq. (2.8.19), divided into

Ĥ (t ) = Ĥ0 +λĤ1(t ) , (2.9.66)

where Ĥ1(t ) = V̂ f (t ). Here we regard the response to an oscillating electric field,

Ĥ1(t ) = 2V̂ eεt cos(ωt ) = V̂
(
e(ε+iω)t +e(ε−iω)t

)
, (2.9.67)

where the term eεt ensures that the field is turned on in a distant path. The parameter ε is
supposed to be small and will be allowed to approach zero giving a steady-state response
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when the field has been turned on a for a long time. Now we intgrate eq. (2.9.64),

a(1)
k (t ) = − i

ħ 〈ψ(0)
k |V̂ |ψ(0)

p 〉
t∫

−∞
e(ε+iωkp+iω)t ′ +e(ε+iωkp−iω)t ′ dt’

= −1

ħ 〈ψ(0)
k |V̂ |ψ(0)

p 〉
(

e(ε+iωkp+iω)t ′

ωkp +ω− iε
+ e(ε+iωkp−iω)t ′

ωkp −ω− iε

)∣∣∣∣∣∣

t

−∞

= −1

ħ 〈ψ(0)
k |V̂ |ψ(0)

p 〉
(

e(ε+iωkp+iω)t

ωkp +ω− iε
+ e(ε+iωkp−iω)t

ωkp −ω− iε

)

ε→0= −1

ħ 〈ψ(0)
k |V̂ |ψ(0)

p 〉
(

ei(ωkp+ω)t

ωkp +ω
+ ei(ωkp−ω)t

ωkp −ω

)
. (2.9.68)

We now regard time-dependent dipole moment of the ground state (p = 0),

µα(t ) = 〈Ψ(t )|µ̂α|Ψ(t )〉 , (2.9.69)

with

Ψ(t ) =ψ(0)
0 e− iω0t +

∞∑
k �=0

λa(1)
k (t )ψ(0)

k e− iωk t (2.9.70)

Considering each order i in λi , we get for i = 0,

µ(0)
α = 〈ψ(0)

0 |µ̂α|ψ(0)
0 〉 (2.9.71)

and for i = 1,

µ(1)
α =

∞∑
k �=0

〈ψ(0)
0 |µ̂α|ψ(0)

k 〉e− iωk0t a(1)
k (t )+〈ψ(0)

k |µ̂α|ψ(0)
0 〉eiωk0t

(
a(1)

k (t )
)∗

(2.9.72)

Using eq. (2.9.68) with V̂ =−µ̂βEβ and p = 0,

µ(1)
α = Eβ

ħ
∞∑

k �=0

(
〈ψ(0)

0 |µ̂α|ψ(0)
k 〉〈ψ(0)

k |µ̂β|ψ(0)
0 〉 eiωt

ωk0 +ω
+ e− iωt

ωk0 −ω

+ 〈ψ(0)
0 |µ̂β|ψ(0)

k 〉〈ψ(0)
k |µ̂α|ψ(0)

0 〉 e− iωt

ωk0 +ω
+ eiωt

ωk0 −ω

)

= Eβ

ħ
(
eiωt +e− iωt

) ∞∑
k �=0


〈ψ

(0)
0 |µ̂α|ψ(0)

k 〉〈ψ(0)
k |µ̂β|ψ(0)

0 〉
ωk0 −ω

+
〈ψ(0)

0 |µ̂α|ψ(0)
k 〉〈ψ(0)

k |µ̂β|ψ(0)
0 〉

ωk0 +ω


 (2.9.73)

Using the definition of the polarizability in eq. (2.9.36) slightly extended to include
frequency-dependence,

µ(1)
α =ααβ(ω)Eβ

(
eiωt +e− iωt

)
, (2.9.74)

leads to the following result for the frequency-dependent polarizability,

ααβ(ω) = 1

ħ
∞∑

k �=0


〈ψ

(0)
0 |µ̂α|ψ(0)

k 〉〈ψ(0)
k |µ̂β|ψ(0)

0 〉
ωk0 −ω

+
〈ψ(0)

0 |µ̂α|ψ(0)
k 〉〈ψ(0)

k |µ̂β|ψ(0)
0 〉

ωk0 +ω


 . (2.9.75)
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2.10 The Hartree-Fock approximation

The starting point for the Hartree-Fock approximation (Hartree 1928, Fock 1930, Roothan
1951) is the energy for the Slater determinant in eq. (2.6.36) using the more compact notation
in eq. (2.6.34),

E0 =
n∑

i=1
hi + 1

2

n∑
i , j=1

(
Ji j −Ki j

)
+Vnn

=
n∑

i=1
〈χi |ĥ|χi 〉+ 1

2

n∑
i , j=1

(
〈χiχ j |ĝ |χiχ j 〉−〈χiχ j |ĝ |χ jχi 〉

)
+Vnn . (2.10.1)

The Slater determinant is an approximate wavefunction and we can thus minimize the
energy in eq. (2.10.1) using the variational principle in section 2.7 by optimizing the
orbitals. We would, however, like to retain that the orbitals form an orthonormal set, and
this condition is imposed by a constrained minimization using the method of Lagrangian
multipliers. The Lagrangian, Ẽ0, becomes

Ẽ0 = E0 −
n∑

i , j=1
λi j

(
〈χi |χ j 〉−δi j

)
= E0 −

n∑
i , j=1

λi j

(
Si j −δi j

)
, (2.10.2)

where we have one Lagrangian multiplier λi j for each pair of orbitals and δi j is the
Kroenecker delta function indicating the required orthonormality of the orbitals. We define
an element of the overlap matrix Si j as

Si j = 〈χi |χ j 〉 . (2.10.3)

A small variation of the Lagrangian, δẼ0 becomes

δẼ0 = δE0 −
n∑

i , j=1
λi j

(
〈δχi |χ j 〉+〈χi |δχ j 〉

)
, (2.10.4)

where a small variation of the energy E0 in eq. (2.10.1) becomes

δE0 =
n∑

i=1
〈δχi |ĥ|χi 〉+〈χi |ĥ|δχi 〉

+ 1

2

n∑
i , j=1

(
〈δχiχ j |ĝ |χiχ j 〉+〈χiδχ j |ĝ |χiχ j 〉+〈χiχ j |ĝ |δχiχ j 〉+〈χiχ j |ĝ |χiδχ j 〉

)

−
(
〈δχiχ j |ĝ |χ jχi 〉+〈χiδχ j |ĝ |χ jχ j 〉+〈χiχ j |ĝ |δχ jχi 〉+〈χiχ j |ĝ |χ jδχi 〉

)

=
n∑

i=1
〈δχi |ĥ|χi 〉+〈χi |ĥ|δχi 〉

+
n∑

i , j=1
〈δχiχ j |ĝ |χiχ j 〉+〈χiχ j |ĝ |δχiχ j 〉−〈δχiχ j |ĝ |χ jχi 〉−〈χiχ j |ĝ |δχ jχi 〉 .(2.10.5)

In the last step, we have used that i and j are just dummy indexes and can be interchanged.
Introducing two operators, the Coulomb operator,

Ĵ j |χi 〉 = 〈χ j |ĝ |χ j 〉|χi 〉 , (2.10.6)
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and the exchange operator,
K̂ j |χi 〉 = 〈χ j |ĝ |χi 〉|χ j 〉 , (2.10.7)

where the operator exchanges the orbital it operates on. We thus get

δE0 =
n∑

i=1
〈δχi |ĥ|χi 〉+〈χi |ĥ|δχi 〉

+
n∑

i , j=1
〈δχi |Ĵ j −K̂ j |χi 〉+〈χi |Ĵ j −K̂ j |δχi 〉 . (2.10.8)

Defining the Fock operator f̂ as

f̂ = ĥ +
n∑

j=1

(
Ĵ j −K̂ j

)
, (2.10.9)

so that the total Hartree-Fock Hamiltonian, ĤHF, becomes

ĤHF =
n∑

i=1
f̂i , (2.10.10)

where the subscript i denotes that we have one Fock operator for each electron in the system.
We get

δE0 =
n∑

i=1
〈δχi | f̂i |χi 〉+〈χi | f̂i |δχi 〉 (2.10.11)

so that the total Lagrangian becomes

δẼ0 =
n∑

i=1
〈δχi | f̂i |χi 〉+〈χi | f̂i |δχi 〉−

n∑
i , j=1

λi j

(
〈δχi |χ j 〉+〈χi |δχ j 〉

)
. (2.10.12)

Assuming that either a small variation 〈δχi | or |δχi 〉 leads to that the variational principle is
fulfilled, i.e. δẼ0 = 0, gives two relations to be fulfilled simultaneously,

n∑
i=1

〈δχi | f̂i |χi 〉−
n∑

i , j=1
λi j 〈δχi |χ j 〉 = 0 , (2.10.13)

and
n∑

i=1
〈χi | f̂i |δχi 〉−

n∑
i , j=1

λi j 〈χi |δχ j 〉 = 0 . (2.10.14)

Using that
〈δχi | f̂i |χi 〉 = 〈χi | f̂i |δχi 〉∗ (2.10.15)

and subtracting eq. (2.10.13) from the complex conjugate of eq. (2.10.14) from each other, we
get

n∑
i , j=1

(
λi j −λ∗

j i

)
〈δχi |χ j 〉 = 0 , (2.10.16)

so that the condition is fulfilled if λi j is an element of a Hermitian matrix. In the next step,
eq. (2.10.13) is rewritten as a set of eigenvalue problems rather than an expectation value,
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f̂i |χi 〉 =
n∑

j=1
λi j |χ j 〉 ∀i . (2.10.17)

We can now make a specific choice of the orbitals in eq. (2.10.17) by a unitary transformation
so that λi j becomes a diagonal matrix. With the notation εi =λi i ,

f̂i |χi 〉 = εi |χi 〉 ∀i , (2.10.18)

where this choice of orbitals is termed the canonical orbitals and εi is an orbital energy.
Eq. (2.10.18) is referred to as the Hartree-Fock equations and is a set of coupled eigenvalue
equations since the Fock operator in eq. (2.10.9) depends on all the orbitals through the
Coulomb and exchange operators in eqs. (2.10.6) and (2.10.7), respectively. An iterative
method, the self-consistent field (SCF) method is therefore commonly employed with a set
of starting orbitals to get an initial guess of f̂i . Eq. (2.10.18) is then solved for this set of f̂i

providing an updated set of orbitals and thereby also an updated f̂i , and the procedure is
repeated until convergence is reached.

Rewriting the quantum mechanical expression for the molecular electrostatic potential in
eq. (2.9.56) in terms of a Slater determinant,

ϕt =
N∑

I=1

ZI

RI t
−

n∑
i=1

〈χi | 1

ri t
|χi 〉 , (2.10.19)
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where the second term on the right-hand side is the integral that appears for the Coulomb
operator in eq. (2.10.6). The averaging over one of the electronic coordinates in the
definitions of the Coulomb and exchange operators in eqs. (2.10.6) and (2.10.7) thus leads
to that the two-electron Coulomb term in eq. (2.10.5) has been replaced by the interaction
between one electron and the average electrostatic potential in eq. (2.10.8). We refer to this
kind of approximation as a mean-field approximation.

The orbital energy εi can be obtained as an expectation value,

εi = 〈χi | f̂i |χi 〉 ≈ hi +
n∑

j=1

(
Ji j −Ki j

)
, (2.10.20)

where we instead of integrating over the Fock operator f̂i return to the initial two-electron
integrals. Consequently the energy for a Slater determinant in eq. (2.10.1) becomes within
the Hartree-Fock approximation

E0 =
n∑

i=1
εi − 1

2

n∑
i , j=1

(
Ji j −Ki j

)
+Vnn , (2.10.21)

and is thus not just the sum over the orbital energies. In eq. (2.10.21), we have also added the
classical nucleus-nucleus interaction energy.

2.11 Basis set expansion

We have to represent the spin-orbitals mathematically in some way to be able to do actual
calculations to solve the Hartree-Fock equations in eq. (2.10.18). The set of basis functions,
in quantum chemistry termed the basis set can be chosen in different ways. We will return to
different choices for the basis set, here we just assume that a spin-orbital, χi is expanded in
m basis functions φp (Roothan 1951),

|χi 〉 =
m∑

p=1
ci p |φp〉 , (2.11.1)

where ci p is an orbital coefficient. The Hartree-Fock equations in eq. (2.10.18) become

f̂i

m∑
p=1

ci p |φp〉 = εi

m∑
j=1

ci p |φp〉 ∀i . (2.11.2)

We introduce the following matrix notation

φ= (
φ1,φ2, . . .φm

)
, (2.11.3)

ci =




c1i

c2i
...

cmi




and C =




c11 c12 . . . c1n

c21 c22 . . . c2n
...

...
. . .

...
cm1 cm2 . . . cmn




(2.11.4)
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so that we can write
χi =φ ·ci and χ=φ ·C . (2.11.5)

We also define the Fock matrix as

F =




〈φ1| f̂ |φ1〉 〈φ1| f̂ |φ2〉 . . . 〈φ1| f̂ |φm〉
〈φ2| f̂ |φ1〉 〈φ2| f̂ |φ2〉 . . . 〈φ2| f̂ |φm〉

...
...

. . .
...

〈φm | f̂ |φ1〉 〈φm | f̂ |φ2〉 . . . 〈φm | f̂ |φm〉




. (2.11.6)

In addition, the overlap matrix is defined as

S =




〈φ1|φ1〉 〈φ1|φ2〉 . . . 〈φ1|φm〉
〈φ2|φ1〉 〈φ2|φ2〉 . . . 〈φ2|φm〉

...
...

. . .
...

〈φm |φ1〉 〈φm |φ2〉 . . . 〈φm |φm〉




. (2.11.7)

Again applying the variational principle and the Rayleigh-Ritz method in section 2.7, we
arrive at (see exercise 2.10) the Roothaan-Hall equations (Roothan 1951, Hall 1951)

Fci = εi Sci or FC = SCε , (2.11.8)

where ε is a diagonal matrix with the orbital energies εi . We have thus converted the Hartree-
Fock equations in eq. (2.10.18), which are a set of coupled integro-differential equations,
to finding the eigenvalues and eigenvectors of the Fock matrix. The overlap matrix S is
regarded as the metric of the Fock matrix F since it reduces to the unity matrix 1 for an
orthonormal basis. As for the Hartree-Fock equations in eq. (2.10.18), the Roothaan-Hall
equation in eq. (2.11.8) is solved by an iterative method since the Fock matrix F depends on
the eigenvectors, i.e. the orbital coefficients, in C, which we also here refer to as the self-
consistent field (SCF) method.

2.11.1 Density matrices

To introduce density matrices, we regard an element of the Fock matrix Fpq in eq. (2.11.6),

Fpq = 〈φp | f̂ |φq〉

= 〈φp |ĥ|φq〉+
n∑

j=1
〈φp |Ĵ j −K̂ j |φq〉

= 〈φp |ĥ|φq〉+
n∑

j=1
〈φpχ j |ĝ |φqχ j 〉−〈φpχ j |ĝ |χ jφq〉

= 〈φp |ĥ|φq〉+
n∑

j=1

m∑
r,s=1

c j r c j s

(
〈φpφr |ĝ |φqφs〉−〈φpφr |ĝ |φsφq〉

)

= 〈φp |ĥ|φq〉+
m∑

r,s=1
Dr s

(
〈φpφr |ĝ |φqφs〉−〈φpφr |ĝ |φsφq〉

)
, (2.11.9)

Download free eBooks at bookboon.com 48
Download free eBooks at bookboon.com



ATOMISTIC MODELS

49

Molecular quantum mechanics

49

ATOMISTIC MODELS MOLECULAR QUANTUM MECHANICS

where we have defined the density matrix as

Dr s =
n∑

j=1
c j r c j s . (2.11.10)

We also introduce the following notation for the two-electron integrals,

Gpr qs = 〈φpφr |ĝ |φqφs〉−〈φpφr |ĝ |φsφq〉 (2.11.11)

so that

Fpq = hpq +
m∑

r,s=1
Dr sGpr qs . (2.11.12)

The energy for a Slater determinant in eq. (2.10.1) is recalled and rephrased in terms of
density matrices,

E0 =
n∑

i=1
〈χi |ĥ|χi 〉+ 1

2

n∑
i , j=1

(
〈χiχ j |ĝ |χiχ j 〉−〈χiχ j |ĝ |χ jχi 〉

)
+Vnn

=
n∑

i=1

m∑
p,q=1

ci p ci q〈φp |ĥ|φq〉+ 1

2

n∑
i , j=1

m∑
p,q,r,s=1

ci p ci q c j r c j s

(
〈φpφr |ĝ |φqφs〉−〈φpφr |ĝ |φsφq〉

)

=
m∑

p,q=1
Dpq hpq + 1

2

m∑
p,q,r,s=1

Dpq Dr sGpr qs +Vnn . (2.11.13)
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2.11.2 Basis sets

We need to have a mathematical representation of the basis functions φp (i ) in eq. (2.11.1).
Traditionally there are two approaches, either plane waves are used which is suitable when
applying periodic boundary conditions in solid-state chemistry or as a linear combination
of atomic orbitals (although these “atomic orbitals” may not be a solution to the Schrödinger
equation in eq. (2.5.2) ). Two types of atomic orbitals are commonly employed, Slater-type
orbitals (STOs) that decay exponentially with the distance from the nuclei, and Gaussian-
type orbitals (GTOs) which adopt Gaussian functions.

The choice of GTOs versus STOs as the functions in the basis set is still the subject of a vivic
discussion, although GTOs dominate today in the commonly employed quantum chemical
software. An STO is indeed the exact solution to the one-electron problem as the hydrogen
atom, but on the other hand, we do not know how the exact solution looks like for a many-
electron problem. STOs have a more long-range decay than GTOs, and describes the cusp
at the nucleus. GTOs were originally introduced to describe one STO by several GTOs (Boys
1950) since the two-electron integrals in eq. (2.11.11) are much easier to calculate by using
GTOs as compared to STOs.

A useful relation for a Gaussian function positioned at nucleus I , φi ,I (r ),

φi ,I (r ) =
(

2αi

π

) 3
4

e−αi (�r−�RI )2
(2.11.14)

is its product rule (see exercise 2.11 for a derivation),

φi ,Iφ j ,J =C e−β(�r−�RK )2
(2.11.15)

where

β=αi +αh , �RK = αi �RI +α j �RJ

αi +α j
and C =

(
2

π

)2 (
αiα j

) 3
4

e
αi α j
αi +α j

(�RI−�RJ )2

(2.11.16)

which simplifies the integral calculations greatly for GTOs.

In general we write a Gaussian basis function in Cartesian coordinates as

φi (x, y, z) = xa yb zc e−αi r 2
, a,b,c ≥ 0 , (2.11.17)

where a, b and c are integers and an s-function thus corresponds to a+b+c = 0, a p-function
to a +b +c = 1, a d-function to a +b +c = 2, etc.

There is a huge amount of basis sets available in the literature and accessible by simple key-
words in quantum chemical software. Here we will only discuss some general principles and
we will use the correlation-consistent basis sets (Dunning Jr. 1989, Woon and Dunning Jr.
1993) as an example. If we first assign the number of basis functions to each atom so that
the GTOs can contain all the electrons of the neutral atom, e.g. for C with 6 electrons we
need two s-functions and one p-function (which indeed is three basis functions, px , py and
pz) denoted [2s1p]. We denote the GTO describing the 1s electrons of C for a core function
and the GTOs describing the 2s and 2p electrons for valence functions. A double-ζ basis set
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H-He Li-Ne Na-Ar
cc-pVDZ [2s1p] [3s2p1d] [4s3p2d]
cc-pVTZ [3s2p1d] [4s3p2d1f] [5s4p3d1f]
cc-pVQZ [4s3p2d1f] [5s4p3d2f1g] [6s5p4d2f1g]

Table 2.3: The number of basis functions in some of the correlation-consistent basis sets, cc-pVXZ, X={D, T, Q}.

for the C atom contains one additional s- and p-function and in addition one d-function,
denoted [3s2p1d]. A table for the correlation-consistent basis sets, cc-pVZX, X={D, T, Q}
including also the number of basis functions for triple-ζ and quadruple-ζ basis sets is given
in table 2.3.

In this type of hierarchy of basis sets, double-ζ, triple-ζ, etc., we add what is called
polarization functions for each level in the hierarchy with the purpose to improve the
description of covalent bonds. The calculated accuracy of many molecular properties
depends strongly on the description of the covalent bonds in the molecule, where the
molecular geometry is a typical example. It is also beneficial to have a family of basis sets
where the hierarchy converges towards the basis set limit, so that we can control the error
introduced in a truncated basis set expansion. The cc-pVXZ basis sets is an example of such
a family of basis sets that converges smoothly to the basis set limit when the basis set is
increased in a systematic way.

Also diffuse functions are often added to a basis set to improve the description of the
electron charge distribution far away from the nuclei, which is important for example for
the calculation of molecular polarizabilities in eq. (2.9.62). Correlation-consistent basis
sets with diffuse functions are denoted as “augmented” basis sets, aug-cc-pVXZ, where for
example for C the cc-pVDZ basis set consisting of [3s2p1d] are extended to [4s3p2d] for aug-
cc-pVDZ. Further augmentation with diffuse functions are denoted doubly augmented, d-
aug-cc-pVXZ, triply augmented, t-aug-cc-pVZX, etc. In comparison to adding polarization
functions, no higher angular-momentum functions are added to the diffuse basis set and
obviously the exponent αi in eq. (2.11.17) are very different when adding polarization or
diffuse functions. There are also other extensions of basis sets, for example in the cc-
pCVXZ basis sets extra core functions are added to improve the description of the electron
distribution close to the nuclei which for example is important in the calculation of the
Fermi-contact term in spin-spin coupling constants.

Example 2.2: Basis set limit of the HF molecule at the Hartree-Fock level.

Hartree-Fock calculations on the HF molecule are presented in table 2.4 using the
NWChem software (Valiev et al. 2010), where molecular properties as the dipole
moment,quadrupole moment, polarizability as well as the equilibrium bond length
are presented for three hierarchies of basis sets: cc-pVXZ, aug-cc-pVXZ and d-aug-cc-
pVXZ with X={D, T, Q, 5} (Dunning Jr. 1989, Kendall et al. 1992, Woon and Dunning Jr.
1994). Since the basis set is increased systematically, we should be able to deduce a
suitable basis set for each property at the Hartree-Fock level.
We define the z-axis along the dipole moment axis of the HF molecule so that
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basis set E/hartree µ/D Θzz/B αxx/Å3 αzz/Å3 Re /Å
cc-pVDZ -100.019419 1.94920 2.03526 0.22905 0.59513 0.90148
cc-pVTZ -100.058021 1.94077 2.09725 0.38085 0.73062 0.89794
cc-pVQZ -100.067695 1.93330 2.11739 0.48097 0.78760 0.89685
cc-pV5Z -100.070440 1.93189 2.13462 0.54619 0.81708 0.89685
aug-cc-pVDZ -100.033474 1.93076 2.15627 0.56147 0.82766 0.90019
aug-cc-pVTZ -100.061078 1.92502 2.15742 0.63241 0.84625 0.89912
aug-cc-pVQZ -100.068568 1.92206 2.15772 0.65580 0.85106 0.89772
aug-cc-pV5Z -100.070583 1.92163 2.15486 0.66118 0.85191 0.89595
d-aug-cc-pVDZ -100.033649 1.92112 2.18807 0.66093 0.84559 0.89992
d-aug-cc-pVTZ -100.061177 1.92134 2.16222 0.66619 0.85126 0.89916
d-aug-cc-pVQZ -100.068605 1.92128 2.15656 0.66575 0.85235 0.89727
d-aug-cc-pV5Z -100.070587 1.92153 2.15440 0.66512 0.85237 0.89694

Table 2.4: Basis set convergence for the bond length Re , dipole moment µz , quadrupole moment Θzz , and the
polarizability, αxx and αzz , for the HF molecule at the Hartree-Fock level. See example 2.2 for a discussion.

αy y = αxx and Θxx = Θy y = −1
2Θzz (since the quadrupole moment is traceless, see

eq. (2.9.32)). All off-diagonal tensor elements, ααβ and Θαβ for α �= β, are 0 because
of symmetry reasons. All the properties (obviously apart from Re ) are calculated at an
experimental geometry, Re = 0.9168 Å. Thus we look at the basis set dependence of a
property separately from the basis set dependence of the molecular geometry. (It is,
however, common to do the opposite and calculate the properties at the optimized
geometry for each basis set, but then we mix the basis set dependence of the property
and the molecular geometry in the same calculations.)
The total energy, E , cannot be measured experimentally, and its inclusion in the table
only serves as a consistency check. Since the variational principle in section 2.7 is used
in the Hartree-Fock approximation, the energy must be lowered if the size of the basis
set is increased. That is true both for the sequence D→T→Q→5 as well as for cc→aug-
cc→d-aug-cc, and as can be seen in table 2.4 these conditions are fulfilled. If not, it
would be a clear sign of that something is wrong with the calculation, and since human
errors are prone also among computational chemists, it is a good advice to inlude
as many consistency checks as possible. We also see for example that improving the
basis set from aug-cc-pVTZ to d-aug-cc-pVTZ lowers the energy by only 99 µhartree,
whereas it has a relatively large effect on the polarizability. In general, diffuse functions
do not decrease the total energy, E , by a lot if the basis set is well converged with
respect to polarization functions, whereas diffuse functions may have a crucial effect
on for example the polarizability where the tail of the orbitals needs to be described
accurately.
The bond length, Re , is well described by the cc-pVTZ basis set and additional diffuse
functions have very little effect. In contrast, the polarizability is well described by the
d-aug-cc-pVDZ basis set, and addition of extra polarization functions have a minor
effect. The dipole and quadrupole moments are somewhere in between and in this
example (the HF molecule using the Hartree-Fock approximation) an aug-cc-pVTZ

Download free eBooks at bookboon.com 52Download free eBooks at bookboon.com



ATOMISTIC MODELS

53

Molecular quantum mechanicsATOMISTIC MODELS MOLECULAR QUANTUM MECHANICS

basis set gives a good description.
Normally, we do not present results for the Hartree-Fock approximation and basis sets
are designed to include also what we are missing in the Hartree-Fock approximation,
namely electron correlation (see section 2.12). The requirements on the basis set will
change depending on the computational method, the molecule and the property, and
we will discuss more examples when we have established more accurate computa-
tional methods including also electron correlation. That is also the reason why we do
not include a comparison to experimental results in this example. We demonstrate,
however, that it is important to have hierarchies of basis sets approaching the basis set
limit. The actual basis set used in a study will be a compromise between accuracy and
computational efficiency but the choice of basis set should be based on a systematic
study of the basis set dependence.

A large amount of various basis sets are normally included in a database within the quantum
chemical software, and the user normally only has to provide a simple keyword to use a
basis set in a calculation. However, many software adopting Gaussian basis sets rely on a
common basis set exchange (BSE) server where most basis sets can be obtained (Feller 1996,
Schuchardt et al. 2007).

2.12 Electron correlation

The electron correlation energy of state i , E corr
i , is pragmatically defined as (Löwdin 1955)

E corr
i = E exact

i −E HF
i , (2.12.1)

i.e. the energy not included in the Hartree-Fock approximation, E HF
i . The exact energy E exact

i
here refers to the “exact” solution of the Schrödinger equation within the molecular orbital
ansatz for a given basis set, so the “true” solution to the problem would be to include all
electron correlation as well as an infinitely large basis set (see figure 2.7). Since the molecular
Hamiltonian in eq. (2.4.2) commutes with the Fock operator in eq. (2.10.9) (see exercise 2.12),
the “exact” wavefunction ψexact

i can be expressed as a linear combination of the states to the
solution to the Hartree-Fock approximation, ψHF

µ ,

ψexact
i =

∑
µ

Ciµψ
HF
µ (2.12.2)

where Ciµ are expansion coefficients to be determined. Within molecular orbital theory,
we thus focus on which Hartree-Fock states ψHF

µ to include and how to determine their
respective coefficients Ciµ. All methods discussed in this section are based on the restricted
Hartree-Fock method, i.e. a closed-shell system with two electrons in each occupied orbital
(see eq. (2.6.39)). We can therefore depict the methods by using figure 2.8 where we in the
Hartree-Fock ground state have put two electrons in each orbital filling the orbitals with the
lowest orbital energies (see figure 2.8a). The Hartree-Fock states included in eq. (2.12.3) can
be depicted as single excitations (see figure 2.8b), double excitations (see figure 2.8c), etc.
out of the Hartree-Fock ground state.
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Correlation

Basis set

HF

Full CI

DZ TZ QZ

true resultFull CI

basis set limit

Figure 2.7: Illustration of that we need both electron correlation, ideally in the full CI limit, and very large basis
sets to get the “true result”.

2.12.1 Configuration interaction (CI) methods

In configuration interaction (CI) methods, we rewrite the expansion in eq. (2.12.3) as

ψCI
0 =C0ψ

HF
0 +

∑
µ

Cµψ
(1)
µ +

∑
µ

Cµψ
(2)
µ +. . . =C0ψ

HF
0 +

∑
i

∑
a

C a
i ψ

a
i +

∑
i ,

j>i

∑
a,

b>a

C ab
i j ψ

ab
i j +. . . , (2.12.3)

where ψHF
i is the Hartree-Fock ground state (see figure 2.8a), ψ(1)

µ denotes a single excitation

of the Hartree-Fock wavefunction (see figure 2.8b) and ψ(2)
µ is a double excitation of the

Hartree-Fock wavefunction (see figure 2.8c). In the last part of eq. (2.12.3), i and j refers
to occupied orbitals and a and b to virtual orbitals, respectively, so that ψa

i and ψab
i j are

singly and doubly excited states with the Hartree-Fock ground state as the reference state.
Normally we truncate after single and double excitations and this method is termed CISD
(CI with singles and doubles excitations). The coefficients Cµ are determined variationally.
The orbital coefficients ci j in the LCAO approximation in eq. (2.6.1) are not reoptimized, and
therefore a truncated CI method relies on that the Hartree-Fock approximation is a good
starting point.

2.12.1.1 Brillouin’s theorem

We look at one of the energy contributions, the coupling between the Hartree-Fock state and
all single excitations. Adopting the notation in eq. (2.10.1),

∑
i

∑
a
〈ψHF

0 |Ĥ el|ψa
i 〉 =

∑
i

∑
a


〈χi |ĥ|χa〉+ 1

2

∑
j

(
〈χiχ j |ĝ |χaχ j 〉−〈χiχ j |ĝ |χ jχa〉

)



=
∑

i

∑
a
〈χi | f̂ |χa〉 =

∑
i

∑
a
εi 〈χi |χa〉 =

∑
i

∑
a
εiδi a = 0 , (2.12.4)
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(a) Ground
state

(b) Examples of single excitations

(c) Examples of double excitations

Figure 2.8: Illustration of (a) the Hartree-Fock ground state, (b) single excitations, and (c) double excitations
for a system of 4 electrons in 4 orbitals.

where we first have used the definition of the Fock operator in eq. (2.10.9) and the Coulomb
and exchange operators in eqs. (2.10.6) and (2.10.7), and then we have used that the
canonical orbitals are eigenfunctions of the Fock operator f̂ (see eq. (2.10.18)) as well as that
the orbitals form an orthonormal set. The relation in eq. (2.12.4) is the Brillouin’s theorem.
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cc-pVDZ cc-pVTZ cc-pVQZ
n m NFCI m NFCI m NFCI

H2O 10 24 6.5 ·109 58 8.2 ·1013 115 9.4 ·1016

CO2 22 42 9.4 ·1019 90 9.6 ·1027 165 1.1 ·1034

C6H6 42 114 1.4 ·1046 264 3.0 ·1062 510 6.9 ·1074

Table 2.5: Examples of the number of Hartree-Fock states included in a full CI calculation for some typical
molecules and basis sets. n is the number of electrons in the molecule, m is the number of basis functions
for the given basis set and molecule, and NFCI is the number of Hartree-Fock states included according to
eq. (2.12.5).

2.12.1.2 Full CI

In full CI all possible excitations in eq. (2.12.3) are included. The number of ways, NFCI, n
electrons can be distributed in m orbitals (where we can put two electrons in each orbital) is
given by the binomial coefficient,

NFCI = (2m)!

n!(2m −n)!
(2.12.5)

which is a factorial scaling with the size of the problem and makes full CI a very expensive
method also for relatively small systems (see table 2.5 for some examples). So full CI is
limited by both the number of electrons in the molecule as well as the size of the basis set (m
basis functions give m orbitals). For a given basis set, however, full CI gives the exact solution
and is therefore valuable for validating other methods for including electron correlation.

2.12.2 Møller-Plesset perturbation theory

We introduced perturbation theory as a general tool in section 2.8 and here we will use it for
including electron correlation according to Møller-Plesset (MP) perturbation theory (Møller
and Plesset 1934). In this method, we assume that Ĥ0 in eq. (2.8.1) is simply operator given
for the Hartree-Fock approximation in eq. (2.10.10),

ĤHF =
n∑

i=1
f̂i =

n∑
i=1


ĥi +

n∑
j=1

(
Ĵ j −K̂ j

) , (2.12.6)

where it is noted that the Coulomb, Ĵ j , and exchange, K̂ j , terms are counted twice for each
electron pair i and j , which is also reflected in the Hartree-Fock energy in eq. (2.10.21). The
perturbation operator in eq. (2.8.1), Ĥ1, becomes

Ĥ1 = Ĥ el −ĤHF = V̂ee −
n∑

i , j=1

(
Ĵ j −K̂ j

)
, (2.12.7)

where Ĥ el is the molecular Hamiltonian in eq. (2.4.2). A rather peculiar fact about Ĥ1 is
that the second term on the right-hand side of eq. (2.12.7) is around twice the size of the first
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term, whereas one in general in perturbation theory should expect the perturbation Ĥ1 to
be as small as possible. The zeroth-order energy, ε(0)

0 , becomes

ε(0)
0 =

n∑
i=1

εi (2.12.8)

by simply using eq. (2.10.18). The first-order correction to the energy ε(1)
0 is according to

eq. (2.8.9) the expectation value of the perturbation operator Ĥ1 which leads to

ε(1)
0 =−1

2

n∑
i , j=1

(
Ji j −Ki j

)
(2.12.9)

where the integration over the first term on the right-hand side of eq. (2.12.7) cancels exactly
half of the integration over the second term. The Hartree-Fock energy E0 in eq. (2.10.21) is
thus retained as

E0 = ε(0)
0 +ε(1)

0 +Vnn , (2.12.10)

where we also added the classical nuclear repulsion energy. Electron correlation, as defined
in eq. (2.12.1), thus enters first in the second-order contribution to the energy in Møller-
Plesset perturbation theory since the sum of the zeroth-order contribution and first-order
correction gives the Hartree-Fock energy.

To get the second-order energy, the MP2 energy, we recapitulate the second-order energy
from RSPT in eq. (2.8.18),

ε(2)
0 =

∞∑
j=1

〈ψ(0)
0 |Ĥ1|ψ(0)

j 〉〈ψ(0)
j |Ĥ1|ψ(0)

0 〉
ε(0)

0 −ε(0)
j

(2.12.11)

where we here regard a correction to the ground-state energy. As for the CI method in
section 2.12.1, we write the excited states, ψ(0)

j , as a sum of single excitations ψa
i , double

excitations ψab
i j , etc. Because of the Slater-Condon rules discussed in section 2.6.2, higher

excitations than double excitations do not contribute to eq. (2.12.11) for an orthogonal
set of states. Furthermore, for the single excitations we can utilize Brillouin’s theorem in
section 2.12.1.1 on one of the terms,

∑
i

∑
a
〈ψHF

0 |Ĥ el −
∑

j
f̂ j |ψa

i 〉 =
∑

i

∑
a
〈ψHF

0 |Ĥ el|ψa
i 〉︸ ︷︷ ︸

=0
Brillouin’s theorem

−

∑

j
ε j


 〈ψHF

0 |ψa
i 〉︸ ︷︷ ︸

=0
orthogonal states

, (2.12.12)

so neither the single excitations contribute to the MP2 energy. Finally, the double excitations
give the following term

∑
i

j>i

∑
a

b>a

〈ψHF
0 |Ĥ el −

∑
k

f̂k |ψab
i j 〉 =

∑
i

j>i

∑
a

b>a

〈ψHF
0 |V̂ee |ψab

i j 〉 (2.12.13)

=
∑

i
j>i

∑
a

b>a

〈χiχ j |ĝ |χaχb〉−〈χiχ j |ĝ |χbχa〉 ,
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Figure 2.9: Illustration of the CASSCF method for a system of 8 electrons in 8 orbitals. The active space
consists of 4 electrons in 4 orbitals, and in a CASSCF calculation we include all states where the 4 electrons
are distributed over the 4 orbitals. According to eq. (2.12.5) this leads to NCASSCF = 8!/(4!)2 = 70 in a CASSCF
calculation whereas NFCI = 16!/(8!)2 = 12870 for a full CI calculation.

so the MP2 energy becomes

ε(2)
0 =

∑
i

j>i

∑
a

b>a

∣∣∣〈χiχ j |ĝ |χaχb〉−〈χiχ j |ĝ |χbχa〉
∣∣∣2

(εi −εa)+ (ε j −εb)
, (2.12.14)

where we in the denominator have used that the excitation energies for the unperturbed
wavefunction is simply given as orbital energy differences. This can be simplified for a
closed-shell system along the route taken to obtain eq. (2.6.39).

2.12.3 Multiconfigurational SCF

We introduce multiconfigurational SCF (MCSCF) methods by describing the complete active
space SCF (CASSCF) method (Roos 1987). Based on a Hartree-Fock calculation, we select an
active space and within this active space we allow for all excitations from the occupied states
(see figure 2.9 for an example). As for the CI method, the coefficients Cµ in eq. (2.12.3) are
determined variationally but in contrast to the CI method, also the orbital coefficients ci j

in eq. (2.6.1) are reoptimized so the molecular orbitals are actually modified in an MCSCF
method as compared to the Hartree-Fock method. MCSCF methods are thus suitable for
molecules where the Hartree-Fock approximation is poor, for example for molecules with a
nearly degenerate ground state or for describing the breaking of chemical bonds. However, a
CASSCF calculation is by no means a black-box calculation. The selection of the active space
requires a detailed insight about the molecular system and the cost of the calculation scales
factorially with the size of the active space.

2.13 Density functional theory

Through the Hohenberg-Kohn theorem (Hohenberg and Kohn 1964), density functional
theory (DFT) provides an alternative foundation to electronic structure theory as compared
to the Schrödinger equation. DFT gives also a theoretical foundation to concepts of the
electronic structure of molecular systems as electronegativity and chemical hardness. In
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addition, DFT based on the Kohn-Sham approach (KS-DFT) (Kohn and Sham 1965) has,
essentially since the work by Becke (Becke 1993), become the main tool in computational
quantum chemistry. The reason for its success is that KS-DFT includes electron correlation,
and for many properties KS-DFT gives experimental accuracy, with a computational cost
comparable to a Hartree-Fock calculation.

The Hohenberg-Kohn existence theorem states that the ground-state energy and all other
ground-state properties are uniquely defined by the electron density. That, for example,
implies that the Hamiltonian in principle can be derived from the electron density.
Mathematically this is expressed as an energy functional3 of the electron density, E [ρ(�r )],

E [ρ(�r )] =
∫

Vext(�r )ρ(�r )d�r+F [ρ(�r )] , (2.13.1)

where Vext(�r ) is the external electrostatic potential where the most important term normally
arises from the nuclei of the molecular system, and F [ρ(�r )] is a so far unknown energy
functional containing the remaining energy terms as the kinetic energy of the electrons and
the electron-electron interactions.

The number of electrons, n, is conserved,∫
ρ(�r )d�r = n , (2.13.2)

and by applying the variational principle in section 2.7, the energy functional, E [ρ(�r )],
is minimized with respect to the electron density with the constraint that the number of
electrons is kept constant as

δ

δρ(�r )

(
E [ρ(�r )]−µ

∫
ρ(�r )d�r

)
= 0 , (2.13.3)

where δ denotes a functional derivative and µ is a Lagrangian multiplier for the constraint in
eq. (2.13.2). Eq. (2.13.3) is rewritten as

(
δE [ρ(�r )]

δρ(�r )

)

Vext

=µ , (2.13.4)

which may be regarded as the DFT equivalent to the Schrödinger equation. We put Vext

as a subscript to denote that it is kept constant (c.f. how we write partial derivatives
in thermodynamics), e.g. the nuclear positions are kept fixed in the clamped-nucleus
approximation as described in section 2.4.

2.13.1 Electronegativity

We identify µ in eq. (2.13.4) as the chemical potential for electrons, and it also provides a
definition for the electronegativity ξ of the entire system (with a minus sign),

−ξ=µ=
(
∂E

∂n

)

Vext

. (2.13.5)

3A simple example of a functional: g [ f (x)] =
∞∫

−∞
f (x)dx, i.e. we provide a function as the argument and the

functional returns a value, e.g. an energy.
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The electronegativity is a concept used for a long time (Jensen 1996) and extensively in for
example organic chemistry based on e.g. the electronegativity scales by Pauling (Pauling
1932) and Mulliken (Mulliken 1935) to discuss reactivity in molecules, but it is first with
DFT that the electronegativity obtained a proper definition (Parr and Yang 1989). Similarly,
DFT provides the foundation for other concepts like the chemical hardness, Fukui indexes
for reactivity in molecules, etc. (Parr and Yang 1989, Pearson 1997). We also use these
concepts in the construction of a force field model based on electronegativity equalization
in section 3.3.1.1.

2.13.2 Kohn-Sham approach

DFT has become the workhorse in computational quantum chemistry, and it is the Kohn-
Sham approach that is used in the actual DFT calculations. In KS-DFT (Kohn and Sham
1965), the energy functional F [ρ(�r )] in eq. (2.13.1) is partitioned as

E [ρ(�r )] =
∫

Vext(�r )ρ(�r )d�r+EKE[ρ(�r )]+EH[ρ(�r )]+EXC[ρ(�r )] , (2.13.6)

where EKE[ρ(�r )] is the kinetic energy for an electron gas (ideal gas) but with the correct
density, EH[ρ(�r )] is the Hartree term which corresponds to classical electrostatics and the
Coulomb term in the Hartree-Fock approximation in section 2.10., and, finally, EXC[ρ(�r )]
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is the exchange-correlation functional and contains the remaining terms. We need a
mathematical representation of the electron density, and the choice in the Kohn-Sham
approach is to use orbitals, ϕ(�ri ),

ρ(�r ) =
n∑

i=1
|ϕ(�ri )|2 . (2.13.7)

We have thus left a 3-variable representation, as in ρ(�r ), and returned to a 3n-variable
representation as in the molecular orbital approach. Furthermore, we can now use the same
basis sets (see section 2.11.2) as in molecular orbital theory. Following eq. (2.13.4) for each
term in eq. (2.13.6), we have for example,

VXC =
(
δEXC[ρ(�r )]

δρ(�r )

)

Vext

, (2.13.8)

where VXC is the exchange-correlation functional. In the Kohn-Sham approach, eq. (2.13.4)
leads to (

VKE +Vext +VH +VXC
)
ϕi = εiϕi . (2.13.9)

Recall the Fock operator in eq. (2.10.9)

f̂i = ĥi +
n∑

j=1

(
Ĵ j −K̂ j

)
, (2.13.10)

where ĥi is the one-electron term here corresponding to VKE and Vext, Ĵ j is the Coulomb
term which here corresponds to VH, and the exchange term K̂ j is replaced by the exchange-
correlation functional VXC. Thus it is reasonable to regard the terms in the Kohn-Sham
approach in eq. (2.13.9) as a modified Fock operator,

f̂ DFT
i =VKE +Vext +VH +VXC , (2.13.11)

which includes an ad hoc correction for electron correlation in the exchange-correlation
functional VXC. The exact form of VXC is unknown, but many functionals (and with a
functional, we mean the choice of VXC) have been suggested. Many of these functionals have
been developed to describe certain properties and many functionals even contain empirical
parameters fitted to experiments, so the choice of a functional in an actual calculation
have to be based on a thorough literature study on DFT calculations on similar molecular
systems. The success of computational DFT is, however, indisputable. With the proper
choice of functional and basis set, results can be obtained that rivals experiments and with
a computational cost that is considerably less expensive than other methods to include
electron correlation.

Exercises

Ex. 2.1 — Show that the eigenvalues are real and that the eigenfunctions are orthogonal for
a Hermitian operator.
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Ex. 2.2 — Show that the normalization factor for an n-electron Slater determinant is 1/
�

n!.

Ex. 2.3 — The energy of the hydrogen molecule in the molecular-orbital model (LCAO
approximation) is regarded. (a) Give an expression for the energy of the ground state. (b)
Give an expression for the triplet state with the lowest energy.

Ex. 2.4 — Show the relations for the antisymmetrizing operator Â in eqs. (2.6.25)
and (2.6.26).

Ex. 2.5 — Given the exact solution, Ĥ ψi = Eiψi , show that for a trial function, ψ̃i , the
variation theorem is fulfilled, i.e., Ẽ0 ≥ E0 where the equal sign holds when the trial function
is identical to the exact solution.

Ex. 2.6 — Show the Rayleigh-Ritz method, i.e., apply the variational theorem on a trial
function,

ψ̃0 =
∑

i
ciφi

expanded in a set of functions φi . (a) Show first that the Rayleigh-Ritz method leads to the
secular equation ∑

i
ci

(
Hi k − Ẽ0Si k

)
= 0

where Hi k = 〈φi |Ĥ |φk〉 and Si k = 〈φi |φk〉. (b) Rewrite this equation in terms of a secular
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determinant
|H− Ẽ0S| = 0

where Hi k is a matrix element of H, and similarly, Si k is a matrix element of S.

Ex. 2.7 — What is the dependence of the choice of origin on the molecular dipole moment
for

a) a neutral molecule ?

b) a charged molecule ?

Ex. 2.8 — What is the dependence of the choice of origin on the molecular second moment
for

a) an uncharged and unpolar molecule ?

b) an uncharged and polar molecule ?

c) a charged molecule ?

Ex. 2.9 — Show eq. (2.9.40) by using integration by parts (partial integration).

Ex. 2.10 — Show the Roothaan-Hall equations in eq. (2.11.8).

Ex. 2.11 — Show the Gaussian product rule in eqs. (2.11.15) and (2.11.16).

Ex. 2.12 — Show that the molecular Hamiltonian in eq. (2.4.2) commutes with the Fock
operator in eq. (2.10.9).

Ex. 2.13 — Show eq. (2.8.37).

Ex. 2.14 — Show eq. (2.8.38).

Ex. 2.15 — Solve the Schrödinger equation in eq. (2.A.40),

∂2ψ

∂ϕ2
=−m2

l ψ ,

and normalize it.

2.A Quantum-mechanical model systems

We here present some model systems in quantum mechanics which can be solved exactly.
The selection is limited to model systems used in subsequent chapters.

2.A.1 Translation - Particle in a one-dimensional box

The model system is described in figure 2.10. It is a one-dimensional system where we in
one region, 0 < x < a, have a potential energy that is zero, V = 0. In the remaining part, x ≤ 0
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x0 a

V =∞ V = 0 V =∞

Figure 2.10: The one-dimensional box.

and x ≥ a, we have an infinite potential energy, V =∞,

V (x) =
{

0 0 < x < a
∞ x ≤ 0 or x ≥ a

. (2.A.1)

The Schrödinger equation in one dimension is

−ħ2

2m

d2ψ

dx2
+ V̂ ψ= Eψ . (2.A.2)

In the region outside the box, x ≤ 0 and x ≥ a, the potential energy is infinitely high and
it is therefore not possible for the particle to be in this region. The probability to find the
particle is therefore zero in this region, ψ2 = 0, and thus also the wavefunction is zero,
ψ = 0. It gives two boundary conditions, ψ(0) = 0 and ψ(a) = 0, that is used to solve the
Schrödinger equation for the central region. For the central region, 0 < x < a, where V = 0,
the Schrödinger equation becomes,

d2ψ

dx2
= −2mE

ħ2
ψ . (2.A.3)

This differential equation has a solution of the form,

ψ(x) = A sin(ax)+B cos(bx) . (2.A.4)

If the trial solution in eq. (2.A.4) is put into the Schrödinger equation in eq. (2.A.3),

− Aa2 sin(ax)−Bb2 cos(bx) = −2mE

ħ2

(
A sin(ax)+B cos(bx)

)
, (2.A.5)

it leads to

a2 = b2 = 2mE

ħ2
. (2.A.6)
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Furthermore, using the boundary condition, ψ(0) = 0, and that the wavefunction is
continuous leads to that B = 0 since cos(0) �= 0. So far, we have achieved,

ψ(x) = A sin

(�
2mE

ħ x

)
. (2.A.7)

Using the second boundary condition, ψ(a) = 0, gives

A sin

(�
2mE

ħ a

)
= 0 , (2.A.8)

and using
sin(u) = 0 ⇒ u =±nπ , n = 0,1,2, . . . ,∞ , (2.A.9)

so that �
2mE

ħ a =±nπ , n = 0,1,2, . . . ,∞ , (2.A.10)

gives

ψ(x) = A sin

(
±nπ

a
x

)
=±A sin

(
nπ

a
x

)
, n = 0,1,2, . . . ,∞ , (2.A.11)

since sin(−x) =−sin(x). A is a constant with arbitrary sign, so we can simply replace ±A with
A. For n = 0, we note that ψ(x) = 0. This solution is not allowed since the probability to find
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x0 a

(a) n=1

x0 a

(b) n=2

x0 a

(c) n=3

x0 a

(d) n=10

Figure 2.11: The wavefunctions, ψn(x), (in blue) for the one-dimensional box

the particle, ψ2(x), becomes zero in the entire space, and the particle has to be somewhere.
For the region, 0 < x < a, the wavefunction thus becomes

ψ(x) = A sin

(
nπ

a
x

)
, n = 1,2, . . . ,∞ . (2.A.12)

Normally, we assume that the wavefunction is normalized,

a∫

0

ψ2(x)dx = 1 ⇒ ψ(x) =
√

2

a
sin

(
nπ

a
x

)
, n = 1,2, . . . ,∞ . (2.A.13)

Using eq. (2.A.10), the energies are obtained as

En = n2π2ħ2

2ma2
= n2h2

8ma2
, n = 1,2, . . . ,∞ . (2.A.14)

The excitation energies, ∆En , are thus given as

∆En = En+1 −En = (2n +1)
h2

8ma2
. (2.A.15)

The wavefunctions for a few n are shown in figure 2.11 and the corresponding probabilities
are shown in figure 2.12.

2.A.1.1 Particle in a two- and three-dimensional box

The model system for a two-dimensional box (can be used as a model for a surface) is a trivial
extension of the one-dimensional box in section 2.A.1. The box has two side lengths, a and
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x0 a

(a) n=1

x0 a

(b) n=2

x0 a

(c) n=3

x0 a

(d) n=10

Figure 2.12: The probabilities, ψ2
n(x), (in blue) for the one-dimensional box

b, and the potential energy, V , is given as

V (x, y) =
{

0 0 < x < a and 0 < y < b
∞ elsewhere

. (2.A.16)

As for the one-dimensional box, the wavefunction, ψ(x, y) = 0, is zero in the region where
V =∞. For the region within the box, 0 < x < a and 0 < y < b, the Schrödinger equation is

∂2ψ

∂x2
+ ∂2ψ

∂y2
= −2mE

ħ2
ψ . (2.A.17)

As in eq.2.1.5, we can use separation of variables and the wavefunction is given as the
product of two one-dimensional functions,

ψ(x, y) =ψx(x)ψy (y) (2.A.18)

Using the solutions of the one-dimensional box in eqs. (2.A.13) and (2.A.14), the wavefunc-
tion becomes

ψ(x, y) = 2�
ab

sin

(
nxπ

a
x

)
sin

(
nyπ

b
y

)
, nx = 1,2, . . . ,∞ ,ny = 1,2, . . .∞ , (2.A.19)

and the energy is

Enx ny =
h2

8m


n2

x

a2
+

n2
y

b2


 . (2.A.20)

A further generalization to three dimensions where

V (x, y, z) =
{

0 0 < x < a and 0 < y < b and 0 < z < c
∞ elsewhere

, (2.A.21)
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gives the wavefunction

ψ(x, y, z) =
√

8

abc
sin

(
nxπ

a
x

)
sin

(
nyπ

b
y

)
sin

(
nzπ

c
z

)
, (2.A.22)

which has the following possible quantum numbers: nx = 1,2, . . . ,∞ ,ny = 1,2, . . .∞ , and
nz = 1,2, . . .∞. The energy becomes

Enx ny nz =
h2

8m


n2

x

a2
+

n2
y

b2
+ n2

z

c2


 . (2.A.23)

2.A.2 Vibrations - Harmonic oscillator

The harmonic oscillator may be regarded as a simple model for the vibration of a diatomic
molecule around the equilibrium bond length, Re , where q = R −Re is thus the deviation
from Re . The Hamiltonian is given as

Ĥ = −ħ2

2µ

∂

∂q2
+ 1

2
kq2 , (2.A.24)
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l

r

p

Figure 2.13: Particle on a ring with a radius r. The particle has the momentum p and the angular momentum l.

where µ is the reduced mass for a diatomic molecule,

µ= m1m2

m1 +m2
, (2.A.25)

and k is the force constant obtained as the second derivative of V (q) calculated in q = 0. In
eq. (2.A.25), mI is the mass of atom I . The solutions for the Schrödinger equation are known

ψn(q) = An Hn(y)e
−y2

2 , (2.A.26)

where e
−y2

2 is a Gaussian function, Hn(y) are the Hermite polynomials, and

y = q

α
, α=

(
ħ2

µk

) 1
4

, An =
(
απ

1
2 2nn!

)− 1
2

. (2.A.27)

The energies, εn , are given as

εn =
(
n + 1

2

)
hν=

(
n + 1

2

)
ħω=

(
n + 1

2

)
hc

λ
(2.A.28)

which is expressed either with the frequency, ν, the angular frequency, ω, or the wavelength,
λ.

2.A.3 Rotation - Particle on a ring

First we regard classical mechanics for a particle moving on a ring with a radius r = |r|, see
figure 2.13. The particle has a momentum p = mv, where m is the mass of the particle and v
is its velocity, and we define the angular momentum l as

l = r×p . (2.A.29)

The velocity v = |v| can be written as

v = 2πrν= rω , (2.A.30)
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where ν is the frequency (number of rotations per time unit) and ω = 2πν is the angular
velocity (radians per time unit). For l = |l| and p = |p|, we get from eq. (2.A.29) that l = r p.
Since p = mv = mrω, we get l = mr 2ω= Iω where we define the moment of inertia I of the
particle as

I = mr 2 . (2.A.31)

The kinetic energy K , as well as the total energy E since the potential energy is 0, can thus be
written as

E = K = 1

2
mv2 = 1

2
Iω2 = l 2

2I
. (2.A.32)

We will now demonstrate that the angular momentum l is quantized. A particle can rotate
both ways, ±p, thus l in figure 2.13 can be directed both upwards and downwards,

lz =±pr . (2.A.33)

According to de Broglie each particle behave like a wave as

λ= h

p
, (2.A.34)

where λ is the wavelength. Thus the angular momentum becomes

lz =±hr

λ
. (2.A.35)

If we rotate the angle 2π, we need to get the same lz , thus the number of wavelengths per full
rotation have to be an integer ml , i.e. mlλ= 2πr , leading to

lz =±hr

λ
=ħml , ml = 0,±1,±2, . . . , (2.A.36)

where as before ħ = h/2π and the ± is included in ml . Note that ml = 0 corresponds to an
infinitely large wavelength λ. The energy of the system in eq. (2.A.32) becomes

E = l 2

2I
= m2

l ħ2

2I
, (2.A.37)

where we have degeneracy for all ml apart from ml = 0. The Schrödinger equation for the
motion in the x y-plane (no z component) is given as

−ħ2

2m

(
∂2

∂x2 + ∂2

∂y2

)
ψ= Eψ (2.A.38)

for the case when the potential energy is zero. For a particle on a ring, we use cylindrical
coordinate, r and ϕ, where the radius r is fixed (see figure 2.14), leading to the Schrödinger
equation,

−ħ2

2m

1

r 2

∂2ψ

∂ϕ2
= Eψ . (2.A.39)

Using eq. (2.A.37) for the energy and the definition of the moment of inertia in eq. (2.A.31)
leads to

∂2ψ

∂ϕ2
=−m2

l ψ . (2.A.40)

Thus the wavefunction becomes

ψml (ϕ) = eimlϕ

�
2π

, (2.A.41)

which is normalized (see exercise 2.15).
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ϕ

r

Figure 2.14: Coordinate system for cylindrical coordinates

2.A.4 Particle on a sphere

For a particle on a sphere, we adopt spherical polar coordinates, r , θ and ϕ (Arfken et al.
2013, ch. 3),

x = r sin(θ)cos(ϕ) 0 ≤ θ ≤π

y = r sin(θ)sin(ϕ) 0 ≤ϕ≤ 2π

z = r cos(θ) r is a constant

As for a particle on a ring, the potential energy is zero resulting in the following Schrödinger
equation,

−ħ2

2m
∇2ψ(r,θ,ϕ) = Eψ(r,θ,ϕ) (2.A.42)

For spherical polar coordinates,

∇2 = 1

r

∂2

∂r 2
r + 1

r 2
Λ2 , (2.A.43)

where Λ2 is the Legendrian,

Λ2 = 1

sin2(θ)

∂2

∂ϕ2
+ 1

sin(θ)

∂

∂θ
sin(θ)

∂

∂θ
. (2.A.44)

The Legendrian has known eigenfunctions and eigenvalues a

Λ2Yl ml (θ,ϕ) =−l (l +1)Yl ml (θ,ϕ) , (2.A.45)

where Ylml (θ,ϕ) is a spherical harmonics which are tabulated (see e.g. (Arfken et al. 2013,
ch. 15)). The eigenvalues l and ml are quantized as,

• l = 0,1,2, . . . ,∞
• ml = 0,±1, . . .± l .
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Note that the allowed values of ml depends on l , which is the reason for its notation (used
also in the previous section). For a particle on a sphere, r is constant, so we get for the
Schrödinger equation,

−ħ
2I

Λ2ψl ml = l (l +1)
ħ
2I

ψlml , (2.A.46)

so that

El ml = l (l +1)
ħ
2I

. (2.A.47)

The energy Elml depends only on l so we have a degeneracy factor g = 2l +1, i.e. the number
of degenerate states.

2.A.5 One-electron atom

We will here solve the Schrödinger equation for the one-electron atom discussed in
section 2.5.1 where atomic orbitals were introduced. Within the Born-Oppenheimer
approximation (see section 2.4) we regard a nucleus at rest in a fixed position. The potential
energy operator V̂ is given from eq. (2.5.1) as the Coulomb interaction between the nucleus
and the electron,

V̂ = −Z e2

4πε0r
. (2.A.48)
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Since V̂ only depends on one variable, the distance between the nucleus and the electron
r , it is tempting to use spherical polar coordinates (r,θ,ϕ) as in appendix 2.A.4 instead of
Cartesian coordinates (x, y, z). The Schrödinger equation becomes

−ħ2

2me
∇2ψ+ V̂ ψ= Eψ (2.A.49)

where me is the mass of the electron and ∇2 in spherical polar coordinates was given in
eq. (2.A.43). The wavefunction ψ(r,θ,ϕ) is separable as

ψ(r,θ,ϕ) = R(r )Y (θ,ϕ) . (2.A.50)

Thus the Schrödinger equation in spherical polar coordinates becomes

−ħ2

2me

(
1

r
∂2

∂r 2

(
r R(r )Y (θ,ϕ)

))+ 1

r 2
Λ2R(r )Y (θ,ϕ)− −Z e2

4πε0r
R(r )Y (θ,ϕ) = ER(r )Y (θ,ϕ) . (2.A.51)

The angular part is identical to the solution for a particle on a sphere in eq. (2.A.45),

Λ2Yl ml (θ,ϕ) =−l (l +1)Yl ml (θ,ϕ) , (2.A.52)

where Ylml (θ,ϕ) were the spherical harmonics. For the radial part, we get the following
equation

−ħ2

2me

(
1

r
∂2

∂r 2

(
r R(r )

))+ 1

r 2

(−l (l +1)
)

R(r )− −Z e2

4πε0r
R(r ) = ER(r ) , (2.A.53)

for which the solutions are the associated Laguerre functions, Rnl (r ) (see e.g. (Arfken et al.
2013, ch. 18)). The wavefunction thus becomes

ψnlml (r,θ,ϕ) = Rnl (r )Yl ml (θ,ϕ) , (2.A.54)

which is the result used in eq. (2.5.2).
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3.1 Introduction to force fields

In a force field, the potential energy surface of a molecule or a system of molecules is
described with a relatively simple model based on atom-type parameters and approximate
analytical expressions for a set of energy terms where each energy term has a physical
interpretation. The motivation for constructing a force field is in particular that we in
molecular dynamics (MD) simulations need to calculate the forces between a large amount
of particles (perhaps 10.000 atoms) repeatedly. A typical time-step in an MD simulation is 1 fs
so for an MD simulation of 100 ns we need to calculate all the interatomic forces 108 times.
A standard force field for the potential energy surface, V (R3N ), may look like

V
(
R3N

)
=

bonds∑
i

ki

2

(
li − li ,0

)2

︸ ︷︷ ︸
bond stretches

+
angles∑

i

ki

2

(
θi −θi ,0

)2

︸ ︷︷ ︸
angle bends

+
torsions∑

i

Vi

2

(
1+cos

(
niωi −γi

))

︸ ︷︷ ︸
torsional motion

+
∑

i , j>i
4εi j



(
σi j

Ri j

)12

−
(
σi j

Ri j

)6



︸ ︷︷ ︸
Lennard-Jones term

+ qi q j

4πε0Ri j︸ ︷︷ ︸
Coulomb term

︸ ︷︷ ︸
intermolecular interactions

, (3.1.1)

where each energy term will be described in some detail below. Each energy term has
a physical meaning, but is in this chapter introduced in a phenomenological way based
on empirical experience. Each term contains variables related to the molecular geometry,
e.g. the bond length li , the bond angle, θi , the torsional angle, ωi , and the interatomic
distance, Ri j . In addition, each energy term contains atom-type parameters, e.g. the force
constant, ki , and the equilibrium bond length, li ,0, for the bond stretching term. Even if it
is desirable to have only one value of each atom-type parameter for each element, it is in
many cases not possible as for example for the carbon atom since a carbon atom in a methyl
group, −CH3, and in a carbonyl group, >C=O, has quite different properties (e.g. the carbon
atomic charges, qi , have different sign). The transferability of atom-type parameters, i.e. the
applicability of the same set of values of the atom-type parameters to a variety of different
types of molecular systems (e.g. proteins, nonpolar polymers, ionic crystals, etc.) is thus a
central issue when discussing force fields.

In the construction of a force field, we have to make a choice of which energy terms to
include, the functional form of each energy term and how to obtain the values of the atom-
type parameters. Historically, force fields have been parametrized against experimental
data, termed empirical force fields, as for example structural and thermodynamic data.
Semi-empirical force fields are still common, where usually the atomic charges in the
Coulomb term in eq. (3.1.1) are obtianed from quantum chemical calculations and the
remaining energy terms are parametrized from experimental data. Finally, a force field
can be parametrized from a set of quantum chemical calculations on model systems.
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Quantum chemical data is in principle preferred since it provides a consistent data set on
the microscopic level, whereas most available experimental data are on the macroscopic
level, i.e. measured at a given temperature and pressure. The limitation of the data set used
in the parametrization limits the applicabililty of the force field, e.g. if only data at room
temperature and ambient pressure are included in the parametrization it cannot be expected
to be applicable at other thermodynamic states.

We will in this chapter give an introduction to various force field terms based on a
phenomenological approach, i.e. the energy terms are introduced in ad hoc manor and not
derived from an underying and more fundamental theory. However, in section 3.4 some of
the contributions will be derived from quantum mechanics. We divide the force field into
two types of terms, bonded and non-bonded interactions. With bonded interactions, we
refer to terms that describe covalent bonding, whereas non-bonded interactions describe
relatively weak through-space interactions. Non-bonded interactions are not restricted
to intermolecular interactions, but also includes interactions in relatively large molecules
between atoms in different parts of the molecule. For example, atom 1 in the larger of the
two molecules in figure 3.1 cannot see the difference between the interaction with atom N
in the same molecule and the interaction with the atoms in the small molecule, so these
interactions need to be treated on an equal footing in a force field model.
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1

2

3

4

N

N −1

Figure 3.1: Sketch to illustrate that the interactions
between atoms of different parts of the molecule,
in this case atom 1 and atom N , are essentially the
same as the interaction between atom 1 and the
atoms in the small molecule.

R

V (R)

−De

Re

Figure 3.2: The Morse potential for a diatomic
molecule. De is the dissociation energy and Re is the
bond distance at the energy minimum, respectively.

3.2 Force-field terms for covalent bonding

We will here introduce the most common force-field terms for describing covalent bonding:
bond stretching, angle bending and torsional motion.

3.2.1 Bond stretching

Let us regard the potential energy, V (R), as a function of the bond distance, R, of a
diatomic molecule which often can be represented accurately with a Morse potential (see
figure 3.2) (Morse 1929),

V (R) = De

(
e−2a(R−Re ) −2e−a(R−Re )

)
, (3.2.1)

where Re is the equilibrium distance, i.e. the bond distance at the minimum of the potential
well, De is the depth of the potential surface (dissociation energy), i.e. minus the potential
energy at Re , and a is a parameter describing the width of the potential well. The Morse
potential can be written in different ways and is here given so that the potential energy
approaches zero at infinite separation.

As a first approximation, we represent a covalent bond with a classical harmonic oscillator,
i.e. two atoms are connected with a spring with a force constant, k.We make a Taylor
expansion of the potential energy, V (R), around the equilibrium geometry, Re . If we
introduce the Dunham expansion parameter Q = (R −Re )/Re (Dunham 1932a;b), the Taylor
expansion around R = Re , i.e. Q = 0 becomes

V (Q) = V (0)︸ ︷︷ ︸
zero level

+ V ′ (0)Q︸ ︷︷ ︸
V ′(0)=0 in the minimum

+ 1

2
V ′′ (0)Q2

︸ ︷︷ ︸
Harmonic term

+ 1

6
V (3) (0)Q3

︸ ︷︷ ︸
Anharmonicity

+ 1

24
V (4) (0)Q4

︸ ︷︷ ︸
Quartic term

. . . , (3.2.2)

where the zero level, V (0), can be ignored (the potential energy surface can always be shifted
with a constant energy). The linear term in Q is 0 since the gradient is 0 at the minimum. The
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R

V (R)

−De

Re

Figure 3.3: A diatomic molecule represen-
ted as two atoms connected with a spring.
According to Hooke’s law, the force as a
function of the bond distance, F (R), is given
as F (R) = −k(R − Re ), where k is the force
constant and Re is the equilibrium bond
length.

R

V (R)

−De

Re

Figure 3.4: A Taylor expansion of the Morse
potential. The full line denotes the Morse
potential, whereas the dash-dotted (red)
line shows a truncation after the harmonic
term, the dashed line (green) shows a trun-
cation after the anharmonic (cubic) term,
and the dotted line (blue) shows a trunca-
tion after the quartic term, respectively.

quadratic term in Q is the harmonic term, we denote the cubic term in Q the anharmonicity
of the potential energy, and we finally have the quartic term. If the anharmonicity and
other higher order terms in the Taylor expansion are ignored, we get the classical harmonic
oscillator,

V (Q) = k

2
Q2 with k ≡V ′′ (0) . (3.2.3)

A Taylor expansion of the Morse potential in eq. (3.2.1) is shown in figure 3.4. Truncation
after the harmonic term gives a reasonable description around the minimum. At large
separation between the atoms, Q → ∞, also V (Q) → ∞, so the dissociation limit is
not described correctly. If the model, however, is restricted to describing non-reacting
molecules where the bond length always is expected to be close to Re , truncation after
the harmonic term is a reasonable approximation. Truncation after the anharmonic
term (again see figure 3.4) leads to that the energy V (Q) → −∞ for large Q. Whereas a
harmonic approximation may be useful in the sense that it keeps the molecules in a stable
configuration, a truncation after the anharmonic term may be disastrous in an energy
minimization scheme or in a molecular dynamics simulation where the energy cannot
diverge towards −∞. A truncation after the quartic term has essentially the same features as
a truncation after the harmonic term but it resembles the Morse potential more accurately
at slightly larger Q than the harmonic approximation.
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The Simons-Parr-Finlan (SPF) expansion, where the expansion parameter Q is chosen as Q =
(R −Re )/R (Simons et al. 1973) is shown in figure xx and it has a superior performance with
respect to convergence as compared to the Dunham expansion essentially since Q → 1 when
R → ∞ for this choice of Q. A generalization is given by the Thakkar expansion (Thakkar
1975),

V (R) = c0(p)λ2

(
1+

∞∑
n=1

cn(p)λn

)
, (3.2.4)

where

λ(R, p) = sgn(p)

(
1−

(
Re

R

)p
)

where sgn(p) =





1 p > 0
0 p = 0

−1 p < 0
. (3.2.5)

In eq. (3.2.4), p is a nonzero real number. The Thakkar expansion reduces to the Dunham
expansion for p = −1, to the SPF expansion for p = 1, and to the Lennard-Jones potential
that will be discussed in eq. (3.3.53) for p = 6 and cn(p) = 0 for n ≥ 1.

3.2.2 Angle bending

We use the water molecule as a typical example of an angle bending term (see figure 3.5),
where the equilibrium angle, θe , between the O-H bonds is 104.5◦. As for bond stretching,
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R2R1

θ

Figure 3.5: Definition of the internal co-
ordinates, the bond lengths, R1 and R2 and
the bond angle θ, for the water molecule.

θ

V (θ)

2ππ

Figure 3.6: A double minimum potential for
the angle bending term, e.g. for the water
molecule.

we normally use a harmonic oscillator approximation for the angle bending term,

V (θ) = kθ

2

(
θ−θe

)2 (3.2.6)

which is an approximation that is valid when the angle θ is close to the equilibrium angle
θe . A better model is given in figure 3.6 for the water molecule. However, for example for
the water molecule at θ = π, which corresponds to a linear water molecule, the potential
energy barrier is so high that the linear molecule will not exist unless we are at extremely
high temperatures. It is therefore in most cases sufficient to adopt a Taylor expansion around
one of the minima as in eq. (3.2.6). For ammonia, on the other hand, the umbrella motion
that inverts the molecule cannot be ignored at ambient conditions and eq. (3.2.6) would be
a severe approximation.

3.2.3 Dihedral terms

A dihedral angle is defined as the angle between two planes as illustrated in figure 3.7. If the
atoms 1, 2 and 3 define one plane, and the atoms 2, 3 and 4 define the second plane, the
dihedral angle ω is the angle between these two planes. The dihedral (or torsional) energy is
given as a periodic function

V (ω) =
∑
n

Vn

2

(
1+cos(nω−γ

)
(3.2.7)

where n gives the periodicity (e.g. n = 2 for 180◦ periodicity and n = 3 for 120◦ periodiicy,
respectively), Vn is the rotational energy barrier and γ defines where the dihedral angle is 0.
The energy term can also be written as the real part of a Fourier series,

V (ω) =
∑
n

Cn cos(ω)n (3.2.8)

Some molecules, as for example benzene, are expected to be planar, and often we would like
to add a constraint to keep the molecule planar. If we add constraints, for example by adding
Lagrangian multipliers in a constrained energy minimization, the molecule is kept planar all
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2

3

1

4

�R23�R12 �R34

ω

Figure 3.7: Definition of dihedral angle.

the time. Alternatively, we can add an extra energy term, referred to as an energy restraint or
an improper torsion term,

V (ω) = kω (1−cos2ω) (3.2.9)

where the molecule is kept almost planar if kω has a very large value.

3.2.4 Cross terms

Sometimes cross terms are included describing the coupling between e.g. two bond
stretches or a bond stretch and an angle bending term. Let us take the water molecule in
figure 3.5 as an example where the intramolecular motion is described by two bond lengths
R1 and R2 and a bond angle θ. We carry out a Taylor expansion around R1,0, R2,0 and θ0,

V (R1,R2,θ) = V (R1,0,R2,0,θ0)+ (
R1 −R1,0

) ∂V

∂R1

∣∣∣∣∣
R1,0,R2,0,θ0

+ (
R2 −R2,0

) ∂V

∂R2

∣∣∣∣∣
R1,0,R2,0,θ0

+ (
θ−θ0

) ∂V

∂θ

∣∣∣∣∣
R1,0,R2,0,θ0

+ 1

2

(
R1 −R1,0

)2 ∂2V

∂R2
1

∣∣∣∣∣
R1,0,R2,0,θ0

+ 1

2

(
R2 −R2,0

)2 ∂2V

∂R2
2

∣∣∣∣∣
R1,0,R2,0,θ0

+ 1

2

(
θ−θ0

)2 ∂2V

∂θ2

∣∣∣∣∣
R1,0,R2,0,θ0

+ (
R1 −R1,0

)(
R2 −R2,0

) ∂2V

∂R1∂R2

∣∣∣∣∣
R1,0,R2,0,θ0

+ (
R1 −R1,0

)(
θ−θ0

) ∂2V

∂R1∂θ

∣∣∣∣∣
R1,0,R2,0,θ0

+ (
R2 −R2,0

)(
θ−θ0

) ∂2V

∂R2∂θ

∣∣∣∣∣
R1,0,R2,0,θ0

+ . . . (3.2.10)

where the last three terms are coupling terms. It is common that only a few of the coupling
terms are important. For water it is suitable to introduce a symmetric stretch coordinate,

Q1 −Q1,0 =
(
R1 −R1,0

)+ (
R2 −R2,0

)
(3.2.11)

and an antisymmetric stretch coordinate,

Q2 −Q2,0 =
(
R1 −R1,0

)− (
R2 −R2,0

)
(3.2.12)
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where it turns out that only one of the cross terms,

V (Q1,Q2,θ) = . . .+ (
Q1 −Q1,0

)(
θ−θ0

) ∂2V

∂Q1∂θ

∣∣∣∣∣
Q1,0,Q2,0,θ0

+ . . . (3.2.13)

is of importance. When including cross terms, the atom-type parameters R1,0, R2,0 and θ0

(or Q1,0, Q2,0 and θ0) do not correspond to the equilibrium geometry, which is realized by
minimizing the potential energy surface in eq. (3.2.10).

3.2.5 Summary of bonding terms

We have from a phenomenological standpoint discussed the regular energy terms included
in a force field to describe covalent bonds: bond stretching, angle terms and torsional
motion, sometimes extended by coupling terms and additional terms for example describing
hyperconjugation (how π-conjugation affects bond stretching in neighbouring groups).
Sometimes the following classification is used (Maple et al. 1994, Hwang et al. 1994, Allinger
et al. 1996):

• Class I: only harmonic terms, not any cross terms

• Class II: anharmonic terms and cross terms

• Class III: also additional terms, e.g. to describe hyperconjugation

3.3 Intermolecular interactions

In section 3.2, we discussed interactions mainly describing covalent bonds referred to as
bonded interactions. In this section, we discuss intermolecular interactions, i.e. weak
interactions as compared to covalent forces, as for example dispersion interactions in
liquid argon, hydrogen bonding in liquid water and ion-ion interactions in electrolytes.
Furthermore, the energy terms used to describe intermolecular interactions are also adopted
for long-range interactions within the same molecule, as the energy terms discussed in the
previous section are restricted to interactions between an atom and atoms up to three atoms
away within the same molecule (see figure 3.1, i.e. the bonded terms include interactions
between atom 1 and atoms 2, 3 and 4).

As is in the previous section, we will introduce the energy terms for intermolecular
interactions in a phenomenological way, whereas the connection to quantum mechanics
is treated in section 3.4. The four most important intermolecular interaction energies are:

• electrostatic energy: interactions between ions and/or polar systems using classical
electrostatics.

• induction energy: arising from that the electron density of a molecule is polarized by an
electric field from the surrounding molecules resulting in induced electric moments (e.g.
induced dipole moments).
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• short-range repulsion energy: essentially arising from that the Pauli exclusion principle
needs to be fulfilled.

• dispersion energy: arising from that the motion of the electrons is correlated.

3.3.1 Electrostatic interactions

In quantum chemistry, the charge distribution of a molecule with N atoms is represented by
a set of nuclear charges,

{
ZI , I = 1,2, . . . , N

}
, and an electron density, ρ(�r ), so that

∫
ρ(�r )dτ= n , (3.3.1)

where n is the number of electrons in the molecule. In a force field, the most simple way to
represent the molecular charge distribution is by a set of atomic charges,

{
qI , I = 1,2, . . . , N

}
,

in conjunction with Coulomb’s law for the interaction between atomic charges,

V =
N∑

I=1

N∑
J=I+1

qI qJ

4πε0RI J
, (3.3.2)

where RI J is the distance between atoms I and J . The key problem in obtaining atomic
charges is therefore how to partition the electron density into atomic contributions. An
atomic charge therefore consists of the part of the electron density assigned to the atom plus
the nuclear charge of the atom. Also, an atomic charge does not have a unique definition
since it is not a measurable quantity, and in the literature we find literally hundreds of
approaches to calculate atomic charges.

It is reasonable to expect that the atomic charges of a molecule should reproduce the
molecular electric moments discussed in section 2.9.1. It is always imposed that the
molecule has the correct total charge,

qmol =
N∑

I=1
qI . (3.3.3)

For a neutral molecule, qmol = 0, even round-off errors giving a small molecular charge
different from zero would give large errors in the electrostatic energy because of the long-
range 1/R distance dependence for charge-charge interactions. For small molecules, it is
reasonable that the molecular dipole moment,

µmol
α =

N∑
I=1

qI RI ,α , (3.3.4)

and the molecular quadrupole moment (see eq. (2.9.32)),

Θmol
αβ =

N∑
I=1

qI

(
3

2
RI ,αRI ,β−

1

2
RI ,γRI ,γδαβ

)
, (3.3.5)

are well described by the atomic charges qI .
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If atomic charges are not sufficient to represent the molecular charge distribution, there
are several ways to improve the model. A systematic way would be to add atomic dipole
moments, µI ,α, and atomic second moments, QI ,αβ, (or alternatively atomic quadrupole
moments, ΘI ,αβ) which would improve the corresponding molecular moments as

µmol
α =

N∑
I=1

qI RI ,α+µI ,α , (3.3.6)

and

Qmol
αβ =

N∑
I=1

qI RI ,αRI ,β+µI ,αRI ,β+RI ,αµI ,β+QI ,αβ , (3.3.7)

where the latter can be converted to the quadrupole moment by eq. (2.9.32).

Alternatively, extra charges placed outside the atoms, so-called virtual charges, may be
added for describing lone-pairs, e.g. in water, or π-systems, e.g. in benzene. Again, the
representation of the electrostatics in a force field in terms of distributed charges, dipole
moments, etc. is not unique and many models exist in the literature, but it appears like
atomic charges extended by atomic dipole moments and sometimes atomic quadrupole
moments is a more general and systematic approach.

Atomic charges are often obtained from quantum chemical calculations using various parti-
tion techniques of the electronic charge distribution as for example Mulliken charges (Mul-
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liken 1955), Hirshfeld charges (Hirshfeld 1977), etc., which traditionally often has been com-
bined with experimental data to obtain atom-type parameters for the other energy terms
in a semi-empirical force field. For small molecules, atomic charges may be parametrized
from quantum-chemically derived molecular dipole moments and quadrupole moments
(eqs. (3.3.4) and (3.3.5)), but the dipole moment for larger molecules is not a very meaningful
property since it is a sum of numerous important contributions where each contribution
describes the local electrostatics around e.g. a binding site and needs to be modelled
accurately.

One way to address this is to parametrize the electrostatic potential on a set of lattice points
{a j , j = 1, . . . ,m} around a molecule,

ϕa j =
N∑

I=1

qI

RI a j

, (3.3.8)

against a quantum-chemically derived electrostatic potential. It is an attractive approach
since the electrostatic potential is probed locally around all important interaction sites of
the molecule. One potential problem is that the electrostatic potential calculated close to
the molecule does not follow the classical behaviour for point charges in eq. (3.3.8) since at
short distances, the quantum-chemically derived electrostatic potential is calculated within
the molecular charge distribution and short-range damping terms are required. In general,
parametrizations like this are tricky because of redundant data and over-fitting so expertise
in multivariate data analysis and chemometrics is highly demanded.

Example 3.1: The dipole moment of HCN.

We can in principle get the correct dipole moment of HCN by using partial atomic
charges in two different ways as illustrated in figure 3.8, i.e. either by a charge transfer
between C and N or between H and C. With the choice of δ = 0.5 e, both possibilities
give approximately the correct dipole moment by using eq. 3.3.4, µmol

z = −2.81 D for
the “CN” case and µmol

z = −2.61 D for the “CH” case, respectively, compared to the
quantum chemical value of µmol

z = −2.70 D, but the two cases can, for this example,
easily be distinguished by calculating the quadrupole moment. The quadrupole
moments calculated by eq. (3.3.5), Θmol

zz , become −0.44 B for the “CN” case and 5.47 B
for the “CH” case, respectively, compared to the quantum chemical value of 1.92 B.
A reasonable distribution of the partial atomic charges for HCN obtained from fitting
the electrostatic potential around the molecule is given in figure 3.9. These partial
atomic charges give a dipole moment µmol

z = −2.67 D and a quadrupole moment
Θmol

zz = 1.80 B again using eqs. (3.3.4) and (3.3.5), both in good agreement with the
respective quantum chemical value.
The quantum chemical calculations have been carried out with the NWChem
package (Valiev et al. 2010) adopting the PBE functional (Perdew et al. 1996) and the
cc-pVDZ basis set (Dunning Jr. 1989), resulting in the bond lengths RC N = 1.170 Å and
RC H = 1.085 Å, respectively, in addition to the quantum chemical values given above.

Atomic partial charges are to a very small degree transferable, e.g. there is not one set of
carbon atomic charges that can be used for all types of carbon atoms in e.g. methyl groups,
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Figure 3.8: Two possible distributions of partial atomic
charges in HCN.

q=0.19

H
q=0.11

C
q=−0.30

N

z

Figure 3.9: Partial
atomic charges of HCN
obtained from fitting the
electrostatic potential
around the molecule.

aromatic rings, carbonyle groups, etc. Let us consider a simple example, F2 and HF. The
atomic charges in F2, qF = 0, because of symmetry reasons whereas HF is highly polar with a
dipole moment of 1.8265 D (Muenter and Klemperer 1970) described by the partial charges
qF = −qH = −0.41 e for the bond length 0.9168 Å (Mann et al. 1961). Another example is to
consider the carbon partial charges in benzene and formaldehyde. In benzene, qC ≈−0.05 e
wheras qC ≈ 0.40 e in formaldehyde, again demonstrating the lack of transferability of atomic
partial charges.

3.3.1.1 Electronegativity equalization model

In the electronegativity equalization model (EEM), it is assumed that each atom in a
molecule can be described by an atomic electronegativity, ξI , and an atomic chemical
hardness, ηI (Mortier et al. 1985). If the electronegativities of two atoms are different, charge
will flow from one atom the other until the molecular electronegativity (chemical potential)
is the same everywhere (equalized). In addition, a work is required to charge an atom, which
is determined by the chemical hardness (or capacitance) of the atom. Electronegativity and
chemical hardness are central concepts in density functional theory and has been discussed
thoroughly (Parr and Yang 1989, Geerlings et al. 2003). The molecular energy, V , for a
molecule with N atoms becomes

V =
N∑
I
ξI qI + 1

2

N∑
I
ηI q2

I +
1

2

N∑
I ,J �=I

qI T (0)
I J qJ +µ

(
qmol −

N∑
I

qI

)
, (3.3.9)

where the third term is the regular Coulomb interaction between two atomic charges, qI

and qJ . The last term is a constraint that preserves the molecular charge, qmol, where µ

is a Lagrangian multiplier. The atomic charges are obtained by minimizing the molecular
energy in eq. (3.3.9) with respect to the atomic charges and the Lagrangian multiplier. We
thus obtain

∂V

∂qK
= 0 = ξK +ηK qK +

N∑
L �=K

T (0)
K L qL −µ , (3.3.10)

and
∂V

∂µ
= 0 = qmol −

N∑
I

qI , (3.3.11)
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where the last term is simply the applied constraint. A set of N +1 coupled linear equations
is obtained which can be solved by standard numerical techniques




η1 T (0)
12 . . . T (0)

1N 1
T (0)

21 η2 . . . T (0)
2N 1

...
...

. . .
...

...
T (0)

N 1 T (0)
N 2 . . . ηN 1

1 1 . . . 1 0







q1

q2
...

qN

µ



=




ξ1

ξ2
...
ξN

qmol




, (3.3.12)

or alternatively the atomic charges are calculated as




q1

q2
...

qN

µ



=




η1 T (0)
12 . . . T (0)

1N 1
T (0)

21 η2 . . . T (0)
2N 1

...
...

. . .
...

...
T (0)

N 1 T (0)
N 2 . . . ηN 1

1 1 . . . 1 0




−1 


ξ1

ξ2
...
ξN

qmol




. (3.3.13)

Thus, the atomic electronegativity, ξI , and chemical hardness, ηI , are atom-type parameters
that has to be determined. The method has been parametrized in different ways, e.g. the
Delft molecular mechanics (DMM) force field has been developed for hydrocarbons by
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O

H

H O
H
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Donor Acceptor
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ω

Figure 3.10: Water dimer. The angles θ and ω refer to the notation in eq. (3.3.15), where the dashed line
indicates the direction of an oxygen lone-pair orbital. The distance RH···O in eq. (3.3.15) refers to the distance
between the H atom in the hydrogen donor molecule and the O atom in the hydrogen acceptor molecule.

parametrizing experimental data (van Duin et al. 1994). Electronegativity equalization is
useful in organic chemistry to determine where it is likely that electrophilic and nucleophilic
attacks occur in a molecule since these types of reactions highly depend on the local
differences in the electrostatic potential around the molecule.

For a diatomic molecule, using the constraint qI + qJ = 0, we get the solution (see
exercise 3.1),

−qJ = qI = ξJ −ξI

ηI +η J −2T (0)
I J

. (3.3.14)

The sign of the partial charge is thus determined by the difference in electronegativity
between the two atom-types in the dimer. Consequently, the model works for the example
discussed above, F2 and HF. The atomic partial charges qF in F2 are zero by cancellation of
ξF − ξF in eq. (3.3.14), wheras they are non-zero in HF since ξH − ξF �= 0. The magnitude
of the atomic charges depends on all atom-type parameters as well as the bond distance in
T (0)

I J , so the EEM also includes a geometry dependence of the atomic charges important in
e.g. modeling conformational energies in molecules.

3.3.1.2 Hydrogen bonding

Hydrogen bonds are in general difficult to model in a force field and extra terms are
sometimes added to the force field as in the YETI force field (Vedani 1988),

VYETI =
(

A

R12
H···O

− C

R10
H···O

)
cos2θcos4ω (3.3.15)

where A and C are parameters and the notation is explained for the water dimer in
figure 3.10. This energy term is highly dependent on the angles θ and ω with the purpose
to model that hydrogen bonds are strongly orientation dependent.

Since hydrogen bonds are to a large extent electrostatic interactions (Stone et al. 1997), a
more systematic way is to include atomic dipole moments in the model. A dipole-dipole
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interaction can according to eq. (2.9.35) be written as

Vµµ =−
3
(
�µI ·�RI J

)(
�RI J ·�µJ

)
− (

�µI · �µJ
)

R5
I J

(3.3.16)

gives an appropriate dependence on the mutual molecular orientation as seen from the
vector scalar products in eq. (3.3.16).

3.3.2 Electronic polarization

The electronic density of a molecule is polarized by an electric field from the electric
moments of the surrounding molecules, normally referred to as the induction energy in a
force field. We recall from section 2.9.2 that the polarizability ααβ is defined as the linear
response to an electric field, Eβ,

µind
α =ααβEβ (3.3.17)

where µind
α is the induced dipole moment. We generalize eq. (3.3.17) to atomic polarizabilit-

ies, αI ,αβ, as

µind
I ,α =αI ,αβE tot

I ,β (3.3.18)

where µind
I ,α is the atomic induced dipole moment and E tot

I ,β is the total electric field at atom
I , i.e. it includes for example the electric field from an applied external field and the atomic
charges of the surrounding molecules as well as the electric field from all surrounding atomic
induced dipole moments.

The discussion in section 2.9.2 for a classical polarizability in an external field is extended to
a system of many polarizable particles. In addition to the electrostatic energy and self-energy
given in eq. (2.9.41) for a single particle, a dipole-dipole interaction energy (see eq. (3.4.8)) is
also included. The induction energy Vind of a system of polarizable particles in an external
electric field, E ext

I ,α, is given as (Vesely 1977)

Vind =−1

2

N∑
I ,J �=I

µind
I ,αT (2)

I J ,αβµ
ind
J ,β +

N∑
I

VI ,self −
N∑
I
µind

I ,αE ext
I ,α (3.3.19)

where µind
I ,α is the induced dipole moment of particle I , T (2)

I J ,αβ, is the interaction tensor

of rank 2 defined in eq. (2.9.22), and VI ,self is the self-energy of particle I as defined in
eq. (2.9.40),

VI ,self =
1

2

(
αI ,αβ

)−1
µind

I ,αµ
ind
I ,β . (3.3.20)

The external electric field may arise from permanent electric moments of the surrounding
particles of the system or other external sources. The system is polarized in such a way that
the induction energy is minimized,

∂Vind

∂µind
K ,γ

= 0 =−

 N∑

J �=K
T (2)

K J ,γβµ
ind
J ,β


+

(
αK ,βγ

)−1
µind

K ,β−E ext
K ,γ (3.3.21)
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which gives

µind
K ,β =αK ,βγ


E ext

K ,γ+
N∑

J �=K
T (2)

K J ,γβµ
ind
J ,β


 (3.3.22)

The atomic induced dipole moments are thus given from a set of 3N coupled equations and
is a true many-body term. If polarizabilities are included in a force field, the calculation of
induced dipole moments will be relatively time-consuming as compared to other energy
terms. The expression of the potential energy in eq. (3.3.19) may be simplified by using
eq. (3.3.22) as

Vind = −1

2

N∑
I ,J �=I

µind
I ,αT (2)

I J ,αβµ
ind
J ,β +

1

2

N∑
I
µind

I ,α


E ext

I ,α+
N∑

J �=I
T (2)

I J ,αβµ
ind
J ,β


−

N∑
I
µind

I ,αE ext
I ,α

= −1

2

N∑
I
µind

I ,αE ext
I ,α (3.3.23)

The self-energy thus cancels the induced dipole-induced dipole interaction and half of
the interaction between the induced dipoles and the external electric field. By inserting
eq. (3.3.22), eq. (3.3.23) may be rewritten as

Vind =−1

2

N∑
I
αI ,αβ


E ext

I ,β+
N∑

J �=I
T (2)

I J ,βγµ
ind
J ,γ


E ext

I ,α (3.3.24)
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I
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µind
I

µind
J

qI J

Figure 3.11: Polarization in a system divided into two subsystems.

Although the induction energy in eq. (3.3.19) is quadratic in the induced dipole moment, the
final result in eq. (3.3.23) is only linear in µind

I ,α. The result in eq. (3.3.23) is, however, only valid

for the optimum µind
I ,α fulfilling the requirement in eq. (3.3.21), ∂Vind/∂µind

K ,γ = 0. Eq. (3.3.24)
can therefore, for example, not be used to calculate the gradient of the induction energy.

3.3.2.1 Distributed polarizabilities

If a system is divided into subsystems (see figure 3.11 for an illustration), as for example a
molecular polarizability into atomic contributions, there are two major contributions to the
polarizability. We have a monopole contribution arising from charge transfter between the
subsystems as a response to the difference in electrostatic potential between the subsystems,
which we will describe by an extension of the electronegativity equalization method in
section 3.3.1.1. Secondly, we have a local polarization within each subsystem where the
leading term is described by an atomic induced dipole moment.

3.3.2.2 Electronegativity equalization methods

The electronegativity equalization method (EEM) for calculating atomic charges in sec-
tion 3.3.1.1 is extended with the interaction with an external potential, ϕext

I . The molecular
energy V in eq. (3.3.9) becomes thus

V =
N∑
I

(
ξI +ϕext

I

)
q tot

I + 1

2

N∑
I
ηI (q tot

I )2 + 1

2

N∑
I ,J �=I

q tot
I T (0)

I J q tot
J +µ

(
qmol −

N∑
I

q tot
I

)
(3.3.25)

Following the same procedure as in section 3.3.1.1, eq. (3.3.12) becomes



η1 T (0)
12 . . . T (0)

1N 1
T (0)

21 η2 . . . T (0)
2N 1

...
...

. . .
...

...
T (0)

N 1 T (0)
N 2 . . . ηN 1

1 1 . . . 1 0







q tot
1

q tot
2
...

q tot
N
µ



=




ξ1 +ϕext
1

ξ2 +ϕext
2

...
ξN +ϕext

N
qmol




(3.3.26)
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Dividing q tot into the atomic charges defined in section 3.3.1.1 and induced atomic charges,
q ind

I , arising from the response to external electrostatic potential gives for q ind
I ,




q ind
1

q ind
2
...

q ind
N
0



=




η1 T (0)
12 . . . T (0)

1N 1
T (0)

21 η2 . . . T (0)
2N 1

...
...

. . .
...

...
T (0)

N 1 T (0)
N 2 . . . ηN 1

1 1 . . . 1 0




−1 


ϕext
1

ϕext
2
...

ϕext
N
0




(3.3.27)

or

q ind
I =

N∑
J=1

AI Jϕ
ext
J (3.3.28)

where AI J is a relay matrix determining charge flow to atom I from an external electrostatic
potential at atom J .

If a homogeneous external electric field, E ext
β

, is regarded, its electrostatic potential at atom

J , ϕext
J is

ϕext
J =−RJ ,βE ext

β . (3.3.29)

The response to E ext
β

thus becomes

∂q ind
I

∂E ext
β

=−
N∑

J=1
AI J RJ ,β . (3.3.30)

We recall from eq. (2.9.36) that the molecular polarizability is defined as

ααβ = ∂µind
α

∂E ext
β

, (3.3.31)

and since

µind
α =

N∑
I=1

q ind
I RI ,α , (3.3.32)

we get

ααβ =−
N∑

I ,J=1
RI ,αAI J RJ ,β . (3.3.33)

For planar molecules, however, only an in-plane polarizability is obtained, and EEM can thus
only give a part of the molecular polarizability.

3.3.2.3 Point-dipole interaction model

The point-dipole interaction model (PDI) model has many similarities with the electroneg-
ativity equalization model in the previous section 3.3.2.2 in the sense that it relies on a set of
native atom-type parameters that couple with each other through electrostatic interactions
to give the molecular property. If we have a molecule of N atoms in an external electric field,
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E ext
β

, and an atom-type polarizability, αP , is assigned to each atom, an atomic induced dipole

moment, µind
α , is given as

µind
I ,α =αI ,αβ


E ext

I ,β+
N∑

J �=I
T (2)

I J ,αβµ
ind
J ,β


 (3.3.34)

where the last term is the electric field from all other atomic induced dipole moments in the
molecule. Since we have 3N coupled equations, the set of equations can be written in matrix
form as

µind =α
(
Eext +T(2)µind

)
(3.3.35)

which may be rearranged as

µind =
(
α−1 −T(2)

)−1
Eext = BEext (3.3.36)

where B is the relay tensor defined as

B =
(
α−1 −T(2)

)−1
(3.3.37)

The atomic induced dipole moment is given in terms of the relay tensor as

µind
I ,α =

N∑
J=1

BI J ,αβE ext
J ,β (3.3.38)
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It is noted that the molecular induced dipole moment is simply the sum of the atomic
induced dipole moments,

µind
α =

N∑
I=1

µind
I ,α (3.3.39)

In addition, if a homogeneous electric field, E ext
J ,β = E ext

β
, is assumed, the molecular induced

dipole moment is given as

µind
α =


 N∑

I ,J=1
BI J ,αβ


E ext

β (3.3.40)

From its definition in eq. (2.9.36),
µind
α =αmol

αβ E ext
β (3.3.41)

the molecular polariazability is obtained as

αmol
αβ =

N∑
I ,J=1

BI J ,αβ (3.3.42)

The definition of atomic polarizabilities is not unique, but one way to define it is as

µind
I ,α =αatom

I ,αβ E ext
β (3.3.43)

which results in

αatom
I ,αβ =

N∑
J

BI J ,αβ (3.3.44)

Even if the atom-type parameter, αP , is isotropic,

αP,αβ =αPδαβ (3.3.45)

the resulting molecular polarizability includes the anisotropy because of the intramolecular
electric fields.

The PDI model thus gives a distributed representation of the molecular polarizability in
terms of the relay tensor BI J ,αβ. The relay tensor is interpreted as the response in terms of
an atomic induced dipole moment at atom I , µind

I ,α, arising from a perturbation by an electric
field at atom J , E J ,β. The PDI model may also be regarded as a correction to an additive
model by carrying out a Taylor expansion of the B tensor in eq. (3.3.37) around αT(2) = 0,

B =
(
α−1 −T(2)

)−1 =
(
1−αT(2)

)−1
α=

(
1+αT(2) +

(
αT(2)

)2 + . . .

)
α (3.3.46)

which converges if αT(2) < 1. It is also instructive to solve the two-atom problem, which
results in (Silberstein 1917a;b)

α∥ =
αi +α j +4αiα j /R3

1−4αiα j /R6
(3.3.47)

for the component parallel to the diatomic bond α∥, and

α⊥ = αi +α j −2αiα j /R3

1−αiα j /R6
(3.3.48)
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for the component perpendicular to the bond α⊥. If R−6-term is neglected, the isotropic part
of the molecular polarizability is additive

αmol = 1

3

(
α∥ +2α⊥

)=αi +α j (3.3.49)

which indicates that the isotropic part of the polarizability is easier to model than the
individual tensor components and thereby also the anisotropy of the polarizability tensor.

3.3.3 Dispersion and short-range repulsion

If we consider the interactions in e.g. liquid argon, where electrostatic and polarization
(in the absence of an external electric field) interactions are not present, the dominating
interactions consist of attractive dispersion interactions and short-range repulsion.

3.3.3.1 Dispersion

Dispersion interactions arises from that the motion of the electrons are correlated, and
London derived an equation for the dispersion energy from second-order perturbation
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theory (see section 3.4.2 for details) resulting in (London 1930)

Vdisp = −C6

R6
, (3.3.50)

where C6 is a parameter with a postive value since the dispersion energy is always attractive.
Higher-order terms in the perturbation expansion may be included,

Vdisp = −C6

R6
− C8

R8
− C10

R10
+ . . . , (3.3.51)

but normally only the R−6-term is included.

3.3.3.2 Repulsion

The physical origin of the exchange-repulsion energy is the Pauli exclusion principle, i.e.
that two electrons cannot be in the same quantum mechanical state. So when two closed-
shell, e.g. two argon atoms, come close to each other they will repell each other just
to fulfil the Pauli exclusion principle. The other energy terms commonly included to
describe intermolecular forces (electrostatics, induction and dispersion), normally have
quite significant approximations at short interatomic distances whereas the long-range
behaviour is more or less correct. It is therefore common to define the repulsion energy
Vrep more pragmatically as (Engkvist et al. 2000)

Vrep =Vint −Vele −Vind −Vdisp , (3.3.52)

so that it contains also short-range errors in the other energy terms as well as higher-order
energy terms that often are short-range, as e.g. for the dispersion energy in eq. (3.3.51).
The repulsion energy Vrep is therefore often parametrized from a set of quantum chemical
calculations of the interaction energy Vint on molecular dimers and clusters and subtracting
the other energy terms.

3.3.3.3 Lennard-Jones potential

Lennard-Jones suggested the following model for the interaction between two rare-gas
atoms (Lennard-Jones 1931),

VLJ = 4ε

((
σ

R

)12

−
(
σ

R

)6
)
= A

R12
− C6

R6
, (3.3.53)

which consists of a short-range repulsion energy with an R−12-dependence and a more
long-range attractive London dispersion energy as in eq. (3.3.50). We express the atom-
type parameters either as ε and σ or as A and C6. The reason for the choice of the
R−12-dependence is that the repulsive (σ/R)12 term is the square of the attractive (σ/R)6

term, which Lennard-Jones took advantage of in solving some statistical mechanical model
systems analytically.1 In a molecular force field, the Lennard-Jones potential is generalized

1 The choice of the R−12-dependence is often attributed to computational efficiency. It is indeed
computationally efficient, which may explain its present popularity, but Lennard-Jones presented his work
in 1931 long before the first computers in the 1950’s.
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to a pair-wise additive force field,

VLJ =
NA∑
I=1

NB∑
J=1

4εI J



(
σI J

RI J

)12

−
(
σI J

RI J

)6

 (3.3.54)

where NA and NB are the number of atoms in molecules A and B , respectively. Eq. (3.3.54)
contains atom-pair parameters, εI J and σI J , which leads to M(M + 1)/2 number of
parameters for M atom types. It is favourable to reduce the number of parameters in the
model to M parameters by applying the Lorentz-Berthelot mixing rules,

σI J = 1

2

(
σI I +σJ J

)
; εI J =�

εI I εJ J (3.3.55)

Example 3.2: Interaction between an Ar atom and an ion.

Is the leading interaction energy between an Ar atom and an ion a dispersion energy
or an induction energy? It is an induction energy, and the argument is as follows. The
ion with a charge q gives an electric field at the Ar atom,

Eα =−∇α

(
1

R

)
= Rα

R3
= 1

R2

where we in the last step have assumed that both particles have been placed along
one of the coordinate axis x, y or z. The Ar atom is polarized by the field and gets an
induced dipole moment,

µind
α =ααβEβ

We recall the induction energy in eq. (3.3.23)

Vind =−1

2
µind
α Eα =−1

2
ααβEβEα

The electric field from a charge has an R−2-dependence so the induction energy has
an R−4-dependence as compared to an R−6-dependence for the dispersion energy.

3.3.3.4 Many-body interactions

A pair-wise additive force field is of the form

V =
N∑

I=1

N∑
J=I+1

VI J (3.3.56)

where VI J is the pair-interaction energy. The electrostatic energy discussed in section 3.3.1
is a true pair-wise additive energy term (see Coulomb’s law in eq. (3.3.2)). This pair-wise
additivity is, however, lost if the atomic charges are calculated by the EEM in section 3.3.1.1
since the values of the atomic charges depend on the surroundings. The induction energy
in section 3.3.2 is a true N -body term in the sense that the induced dipole moment in
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eq. (3.3.22) depends on the electric field of the induced dipole moments of all surrounding
molecules leading to a set of coupled equations.

The repulsion and dispersion energies are in the Lennard-Jones potential in section 3.3.3.3
given as a pair-wise additive energy. The repulsion and dispersion energies are, however,
only approximately pair-wise additive and corrections can be included as three-body, four-
body, etc. energy terms,

V =
N∑

I=1

N∑
J=I+1

VI J +
N∑

I=1

N∑
J=I+1

N∑
K=J+1

VI JK +
N∑

I=1

N∑
J=I+1

N∑
K=J+1

N∑
L=K+1

VI JK L + . . . (3.3.57)

A famous example is the three-body dispersion (Axilrod-Teller) term given here for a system
of three identical particles as (Axilrod and Teller 1943)

VAT =C
3cosγ1 cosγ2 cosγ3 +1

R3
12R3

23R3
31

, (3.3.58)

where the angles and distances are defined in figure 3.12 and C is a positive number
proportional to VIPα

3 where VIP is the ionization potential and α is the polarizability.
The Axilrod-Teller term, VAT, is for a system of rare-gas atoms around 8% of the London
dispersion term in eq. (3.3.50) and should not be ignored in a study of e.g. liquid argon.
For a system of polar molecules, e.g. liquid water, the London dispersion energy is only
around 10% of the electrostatic energy so the Axilrod-Teller term can in this case to a good
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3

1

2

γ1
γ3

γ2

Figure 3.12: Three-atom system with the notation for the Axilrod-Teller term. RI J in eq. (3.3.58) are the
distances between the atoms.

approximation be ignored since it contributes with less than 1% of the total interaction
energy.

It is a poor idea to approximate the induction energy in section 3.3.2 with three-body and
possibly four-body terms as demonstrated in exercise 3.4, instead one should rely on the
expression based on classical electrostatics discussed in section 3.3.2.

3.3.4 Effective force fields

With effective force fields, we mean force fields that effectively include some energy terms
into some of the other energy terms simplifying the force field further. Effective force fields
thus include the essence of the interactions needed for modeling a particular type of systems
but their applicability area will be rather restricted. As discussed in eq. (3.3.56), a pair-wise
additive force field is of the form

V =
N∑

I=1

N∑
J=I+1

VI J (3.3.59)

where VI J is the pair-interaction energy between atoms I and J . For N atoms, we thus have
to compute N (N −1)/2 pair energies VI J , and a major saving in computational time may be
achieved from reducing the number of interaction sites N rather than simplifying VI J . This
is particularly true if the most expensive term in the calculation of VI J is to calculate

1

RI J
= 1√

(x j −xi )2 + (y j − yi )2 + (z j − zi )2
(3.3.60)

where the divide and square-root operations are computationally expensive.

An important example is electrolytes where it is common to replace the solvent molecules by
a dielectric constant (relative permittivity), ε, that shields the interactions between the ions
in the calculation of the electrostatic energy, Vele,

Vele =
M∑

I=1

M∑
J=I+1

qI qJ

4πε0εRI J
(3.3.61)

where M is the number of ions in the solution. Typical values for ε is ε ≈ 2 for unpolar
hydrocarbons and ε≈ 78 for liquid water.
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A common example is effective pair potentials where all many-body terms, including also
electronic polarization discussed in section 3.3.2, are described by a pair-wise additive
atomistic force field,

V =Vele +VLJ , (3.3.62)

consisting of an electrostatic term Vele in eq. (3.3.2) and a Lennard-Jones term VLJ in
eq. (3.3.54). For example for a pair potential of water, the atomic charges should for an
effective pair potentential not reflect the gas-phase dipole moment of 1.85 D (Clough et al.
1973, Dyke and Muenter 1973), but rather the dipole moment of the water molecule in the
liquid phase of around 2.9±0.6 D (Badyal et al. 2000). The difference of around 1.1±0.6 D
is thus an average induced dipole moment typical for liquid water. This approach works
well for homogeneous surroundings, e.g. liquid water, but is less accurate for heterogeneous
surroundings, e.g. interactions with ions or at surfaces, where the molecular induced dipole
moment will be significantly different from the average value.

Another example of effective force fields is united atom force fields, where functional groups
are represented as pseudo-atoms. Most commonly, hydrogen atoms are suppressed in
unpolar system, e.g. some polymers like polyethylene, where for example the methyl
group -CH3 is reduced to a one-centre Me group normally placed at the position of the C
atom. Suppressing all hydrogen atoms will drastically reduce the number of interactions to
calculate in eq. (3.3.59), and will speed up the calculation dramatically.

Inorganic systems are in principle more complicated since they include heavier elements
and d- and f -electrons would require higher order atomic multipoles as quadrupole and
possibly octupole moments to describe the electrostatics. Many solid-state systems have,
however, ionic bonds leading to that charge-charge interactions dominate. A simple
example is the Born model for ionic solids,

V =
N∑

I=1

N∑
J=I+1

= qI qJ

4πε0RI J︸ ︷︷ ︸
electrostatics

+ AI J

Rn
I J︸︷︷︸

repulsion

. (3.3.63)

3.3.5 Summary of nonbonding terms

The most important non-bonding energy terms in a force field for modeling intermolecular
interactions as well as long-range interactions within molecules are

• electrostatics

• induction

• dispersion

• short-range repulsion

In general for a force field, each energy term relies on a choice of a function form which
in the best case are derived from quantum mechanics. Force fields also rely heavily on a
set of atom-type parameters which needs to be parametrized from e.g. a set of atom-type
parameters. So far we have given a more or less phenomenological introduction to force
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fields. In section 3.4, the force field terms for intermolecular interactions are derived from
quantum mechanical perturbation theory putting this section on a more firm basis.

The advantage of force fields is that they present a rapid way of calculating interaction
energies as well as the force acting on each particle in the system, and force fields are
therefore used extensively in molecular dynamics and Monte Carlo simulations pf liquids
where the interaction between many particles need to be calculated repeatedly.

3.4 Intermolecular forces from quantum mechanics

Perturbation theory may be adopted to link the force field approach to quantum mechan-
ics (Buckingham 1967, Margenau and Kestner 1969, Stone 1996, Engkvist et al. 2000). For
two molecules, A and B , where molecule A has nA electrons and NA nuclei and molecule
B has nB electrons and NB nuclei, respectively, the Hamiltonian may be divided into three
contributions as

Ĥ = Ĥ A +ĤB + V̂AB . (3.4.1)

The molecular Hamiltonian of a molecule A is given from eq. (2.4.2) as

Ĥ A =
nA∑
i=1

−1

2
∇2

i +
nA∑
i=1

NA∑
I=1

−ZI

ri I
+

nA∑
i=1,

j=i+1

1

ri j
+

NA∑
I=1,

J=I+1

ZI ZJ

RI J
, (3.4.2)
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and the part describing the interaction between the two molecules, V̂AB , is given as

V̂AB =
nA∑
i=1

NB∑
J=1

−ZJ

ri J
+

NA∑
I=1

nB∑
j=1

−ZI

rI j
+

nA∑
i=1

nB∑
j=1

1

ri j
+

NA∑
I=1

NB∑
J=1

ZI ZJ

RI J
. (3.4.3)

It is noted that we in eqs. (3.4.1)-(3.4.3) have assigned some nuclei and electrons to
molecule A and the remaining nuclei and electrons to molecule B , and as compared to
eq. (2.4.2) the only difference is that the summations have been restricted. Within the Born-
Oppenheimer approximation the positions of the nuclei are known and it is in most cases
trivial to assign a nucleus to a molecule. For the electrons, on the other hand, we have stated
that nA electrons belong to molecule A and nB electrons belong to molecule B , which is an
approximation.

Regular Rayleigh-Schrödinger perturbation theory in section 2.8.1 is adopted on the inter-
action between two molecules. Using multipole expansions (see section 2.9.1) and the long-
range approximation for intermolecular interactions, it is demonstrated that second-order
perturbation theory gives an electrostatic energy, an induction energy and the dispersion
energy.

3.4.1 The first-order energy

Using the multipole expansion in eq. (2.9.35) leads to that the interaction operator in
eq. (3.4.3) is given as

V̂AB =
∞∑

m,n=0

(−1)m

m!n!
M̂ (m)

A,α1...αm
T (m+n)

AB ,α1...αm+n
M̂ (n)

B ,αm+1...αm+n
. (3.4.4)

Adopting Rayleigh-Schrödinger perturbation theory, where V̂AB is regarded as a perturbation
to the molecular Hamiltonians, Ĥ A and ĤB , in eq. (3.4.1), the first order correction to the
energy becomes according to eq. (2.8.9),

ε(1)
0 = 〈ψ(0)

0 |V̂AB |ψ(0)
0 〉 , (3.4.5)

where the ground state is considered. The molecular wavefunctions are supposed to
be known, e.g. Ĥ A|ψA,i 〉 = εA,i |ψA,i 〉, and the molecular wavefunction ψA,i is correctly
antisymmetrized with respect to the nA electrons of molecule A. The wavefunction of two
molecules may be written in terms of the molecular wave functions as a generalized Heitler-
London wavefunction (Margenau and Kestner 1969),

|ψ(0)
0 〉 = ÂAB |ψA,0ψB ,0〉 , (3.4.6)

where ÂAB is an operator that ensures that the total wavefunction is correctly antisym-
metrized. In the long-range approximation, it is assumed, however, that the zeroth-order
wavefunction is given as a direct product of the two molecular wavefunctions,

|ψ(0)
0 〉 ≈ |ψA,0ψB ,0〉 . (3.4.7)

The operator, ÂAB , will construct a set of correctly anti-symmetrized orbitals for the entire
complex. This effect will only be substantial if the wavefunctions for the separate molecules
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overlap, S AB = 〈ψA,0|ψB ,0〉, which declines exponentially with the distance between the two
molecules. Since ψA,0 is a function of only the electronic coordinates of molecule A, and
likewise ψB ,0 is a function of only the electronic coordinates of molecule B , the first-order
energy becomes by using eq. (3.4.4),

ε(1)
0 =

∞∑
m,n=0

(
(−1)m

m!n!
〈ψA,0|M̂ (m)

A,α1...αm
|ψA,0〉T (m+n)

AB ,α1...αm+n
〈ψB ,0|M̂ (n)

B ,αm+1...αm+n
|ψB ,0〉

)

=
∞∑

m,n=0

(−1)m

m!n!
M (m)

A,α1...αm
T (m+n)

AB ,α1...αm+n
M (n)

B ,αm+1...αm+n

= qAT (0)
AB qB +qAT (1)

AB ,αµB ,α+ 1

2
qAT (2)

AB ,αβQB ,αβ+ . . .

− µA,αT (1)
AB ,αqB −µA,αT (2)

AB ,αβµB ,β−
1

2
µA,αT (3)

AB ,αβγQB ,βγ+ . . .

+ 1

2
Q A,αβT (2)

AB ,αβqB + 1

2
Q A,αβT (3)

AB ,αβγµB ,γ+ 1

4
Q A,αβT (4)

AB ,αβγδQB ,γδ+ . . . , (3.4.8)

where a molecular moment, M (m)
A,α1...αm

, is defined in eq. (2.9.50). The electrostatic energy in
eq. (3.4.8) may be rewritten in terms of the quadrupole moment in eq. (2.9.32) as

ε(1)
0 = qAT (0)

AB qB +qAT (1)
AB ,αµB ,α+ 1

3
qAT (2)

AB ,αβθB ,αβ+ . . .

− µA,αT (1)
AB ,αqB −µA,αT (2)

AB ,αβµB ,β−
1

3
µA,αT (3)

AB ,αβγθB ,βγ+ . . .

+ 1

3
θA,αβT (2)

AB ,αβqB + 1

3
θA,αβT (3)

AB ,αβγµB ,γ+ 1

9
θA,αβT (4)

AB ,αβγδθB ,γδ+ . . . . (3.4.9)

In figure 2.6, it is noted that the molecular electric moments are calculated around the local
origin of each molecule. Adopting the definition of the electrostatic potential in eq. (2.9.1),
the electrostatic potential at molecule A becomes

ϕA = T (0)
AB qB +T (1)

AB ,αµB ,α+ 1

2
T (2)

AB ,αβQB ,αβ+ . . .

=
∞∑

n=0

1

n!
T (n)

AB ,α1...αn
M (n)

B ,α1...αn
(3.4.10)

and the electrostatic potential at molecule B becomes,

ϕB = qAT (0)
AB −µA,αT (1)

AB ,α+
1

2
Q A,αβT (2)

AB ,αβ+ . . .

=
∞∑

n=0

−1n

n!
M (n)

A,α1...αn
T (n)

AB ,α1...αn
(3.4.11)

where the difference in sign for the dipole moment terms again arises from the definition
of the distance vector �RAB in figure 2.6. The mth derivative of the electrostatic potential at
molecule A with respect to a displacement is given as

ϕ(m)
A,α1...αm

=
∞∑

n=0

1

n!
T (m+n)

AB ,α1...αm+n
M (n)

B ,αm+1...αm+n
(3.4.12)
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and correspondingly

ϕ(m)
B ,α1...αm

=
∞∑

n=0

−1n

n!
M (n)

A,αm+1...αm+n
T (m+n)

AB ,α1...αm+n
(3.4.13)

The first-order energy may thus be written as

ε(1)
0 =

∞∑
m=0

−1m

m!
M (m)

A,α1...αm
ϕ(m)

A,α1...αm

=
∞∑

m=0

1

m!
ϕ(m)

B ,α1...αm
M (m)

B ,α1...αm
(3.4.14)

The electrostatic energy may thus be calculated either as the interaction between the electric
moments at the molecules or as the interaction between the electric moment and the Taylor
expansion of the electrostatic potential at one of the molecules.

3.4.2 The second-order energy

For the interaction between two molecules in the long-range limit, where it is again
assumed that the zeroth-order wave function is given as the direct product of two molecular
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wavefunctions as in eq. (3.4.7), the second-order energy in eq. (2.8.18) becomes

ε(2)
0 =

∞∑
u+v=1

〈ψA,0ψB ,0|V̂AB |ψA,uψB ,v〉〈ψA,uψB ,v |V̂AB |ψA,0ψB ,0〉
εA,0 −εA,u +εB ,0 −εB ,v

(3.4.15)

where the notation |ψ(0)
p 〉 = |ψA,0ψB ,0〉, ε(0)

0 = εA,0 + εB ,0 and ε(0)
p = εA,u + εB ,v have been

adopted. Using the multipole expansion of V̂AB in eq. (3.4.4), the second-order energy
becomes,

ε(2)
0 =

∞∑
m,n,p,q=0


 (−1)m+p

m!n!p !q !

∞∑
u+v=1

(
1

εA,0 −εA,u +εB ,0 −εB ,v

× 〈ψA,0|M̂ (m)
A,α1...αm

|ψA,u〉T (m+n)
AB ,α1...αm+n

〈ψB ,0|M̂ (n)
B ,α1...αn

|ψB ,v〉

× 〈ψA,u |M̂ (p)
A,β1...βp

|ψA,0〉T (p+q)
AB ,β1...βp+q

〈ψB ,v |M̂ (q)
B ,β1...βq

|ψB ,0〉
))

(3.4.16)

This energy is divided into three terms that are treated separately: a) u = 0, v = 1, . . . ,∞, b)
u = 1, . . . ,∞, v = 0, c) u = 1, . . . ,∞, v = 1, . . . ,∞. The first term (u = 0, v = 1, . . . ,∞) becomes

ε(2)
0,a =

∞∑
m,n,p,q=0


 (−1)m+p

m!n!p !q !

∞∑
v=1

(
1

εB ,0 −εB ,v

× 〈ψA,0|M̂ (m)
A,α1...αm

|ψA,0〉T (m+n)
AB ,α1...αm+n

〈ψB ,0|M̂ (n)
B ,α1...αn

|ψB ,v〉

× 〈ψA,0|M̂ (p)
A,β1...βp

|ψA,0〉T (p+q)
AB ,β1...βp+q

〈ψB ,v |M̂ (q)
B ,β1...βq

|ψB ,0〉
))

=
∞∑

n,q=1

1

n!q !
P (n,q)

B ,α1...αn ,β1...βq
ϕ(n)

B ,α1...αn
ϕ

(q)
B ,β1...βn

(3.4.17)

which is analogous to the expression obtained in eq. (2.9.60) for a molecule in an external
electrostatic potential. The leading term (n = 1, q = 1) becomes

ε(2)
0,a =−1

2
αB ,αβEB ,βEB ,α (3.4.18)

which as in eq. (2.9.63) is identified as a induction energy. The second term, (u = 1, . . . ,∞,
v = 0), becomes

ε(2)
0,b =

∞∑
m,n,p,q=0


 (−1)m+p

m!n!p !q !

∞∑
u=1

(
1

εA,0 −εA,u

× 〈ψA,0|M̂ (m)
A,α1...αm

|ψA,u〉T (m+n)
AB ,α1...αm+n

〈ψB ,0|M̂ (n)
B ,α1...αn

|ψB ,0〉

× 〈ψA,u |M̂ (p)
A,β1...βp

|ψA,0〉T (p+q)
AB ,β1...βp+q

〈ψB ,0|M̂ (q)
B ,β1...βq

|ψB ,0〉
))

=
∞∑

m,p=1

1

m!p !
P (m,p)

A,α1...αm ,β1...βp
ϕ(m)

A,α1...αm
ϕ

(p)
A,β1...βp

(3.4.19)
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If eq. (3.4.17) gives the energy of the polarization of particle B , eq. (3.4.19) gives the
contribution to the polarization of particle A. Again the leading term (m = 1, p = 1) is given
as

ε(2)
0,b =−1

2
αA,αβE A,βE A,α (3.4.20)

and the total induction energy, ε(2)
0,a+b , becomes

ε(2)
0,a+b = ε(2)

0,a +ε(2)
0,b =−1

2

B∑
I=A

αI ,αβEI ,βEI ,α (3.4.21)

The result obtained in eq. (3.4.21) is not consistent with the classical expression for the
induction energy given in eq. (3.3.24) since the contribution to the electric field from the
induced dipole moments is missing in eq. (3.4.21). It has been demonstrated that the
additional term in eq. (3.3.24) may be obtained from higher order energy terms in the
perturbation expansion (Stone 1989).

The third term (u = 1, . . . ,∞, v = 1, . . . ,∞), which will be identified as the dispersion energy,
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ε(2)
0,c =

∞∑
m,n,p,q=0


 (−1)m+p

m!n!p !q !

∞∑
u=1

∞∑
v=1

(
1

εA,0 −εA,u +εB ,0 −εB ,v

× 〈ψA,0|M̂ (m)
A,α1...αm

|ψA,u〉T (m+n)
AB ,α1...αm+n

〈ψB ,0|M̂ (n)
B ,α1...αn

|ψB ,v〉

× 〈ψA,u |M̂ (p)
A,β1...βp

|ψA,0〉T (p+q)
AB ,β1...βp+q

〈ψB ,v |M̂ (q)
B ,β1...βq

|ψB ,0〉
))

(3.4.22)

is not as straightforward as the induction energy to separate into term that are dependent on
the properties of the separate molecules. The nominator is readily separated into a product
of molecular properties, but in order to resolve the denominator, the following identity is
used,

1

a +b
= 2

π

∞∫

0

ab(
a2 +ω2

)(
b2 +ω2

)dω

= 2

π

∞∫

0

(
1

a + iω
+ 1

a − iω

)(
1

b + iω
+ 1

b − iω

)
dω , a,b > 0 (3.4.23)

The dispersion energy is thus rewritten as

ε(2)
0,c = −2

π

∞∑
m,n,p,q=0

∞∫

0

(
(−1)m+p

m!n!p !q !

∞∑
u=1

∞∑
v=1



(

1

ωA,p + iω
+ 1

ωA,p − iω

)(
1

ωB ,q + iω
+ 1

ωB ,q − iω

)

× 〈ψA,0|M̂ (m)
A,α1...αm

|ψA,u〉T (m+n)
AB ,α1...αm+n

〈ψB ,0|M̂ (n)
B ,α1...αn

|ψB ,v〉

× 〈ψA,u |M̂ (p)
A,β1...βp

|ψA,0〉T (p+q)
AB ,β1...βp+q

〈ψB ,v |M̂ (q)
B ,β1...βq

|ψB ,0〉
))

dω (3.4.24)

where the notation ωI ,n = εI ,n −εI ,0 has been introduced. The frequency-dependent dipole-
dipole polarizability, ααβ(ω), is defined in eq. (2.9.75) leading to

αmol
αβ (iω) =

∞∑
p=1

(
1

ωp + iω
+ 1

ωp − iω

)
〈ψ(0)

0 |−
n∑
i

ri ,α|ψ(0)
p 〉〈ψ(0)

p |−
n∑
i

ri ,β|ψ(0)
0 〉 (3.4.25)

If again, only the leading term in the second order energy, (m = 1, n = 1, p = 1, q = 1), is
included, the dispersion energy is given as

ε(2)
0,c =

−2

π

∞∫

0

αA,αβ(iω)T (2)
AB ,αγT (2)

AB ,βδαB ,γδ(iω)dω (3.4.26)

If the frequency-dependent polarizability is approximated according to the Unsöld approx-
imation (Unsöld 1927)

ααβ(ω) =ααβ
ω2

ω2 −ω2
; ααβ(iω) =ααβ

ω2

ω2 +ω2
(3.4.27)
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where ω is a kind of average excitation energy of the molecule, the dispersion energy
becomes

ε(2)
0,c =−1

4

ωAωB

ωA +ωB
αA,αβT (2)

AB ,αγT (2)
AB ,βδαB ,γδ (3.4.28)

Finally, if isotropic polarizabilities, ααβ = αδαβ, are regarded, the expression for the
dispersion energy is reduced to the well-known London formula,

ε(2)
0,c =−C6,AB

R6
AB

, (3.4.29)

where C6,AB is an atom-pair parameter depending on the polarizabilities.

To conclude, the second order energy provides both the induction and dispersion energies.
Both of these energies describes a response to the presence of the other molecule. Since a
system always responds such as the energy is minimized, both the induction and dispersion
energies give attractive contributions to the interaction energy.
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Exercises

Ex. 3.1 — Derive the result for the two-particle system of the EEM in eq. (3.3.14) and from its
general equations in eq. (3.3.10) and (3.3.11),

−qJ = qI = ξJ −ξI

ηI +η J −2T (0)
I J

Also explain why this is a reasonable model for

i) having one set of atom-type parameters for each element describing the atomic charges
in both e.g. CO and O2.

ii) describing the geometry-dependence of atomic charges.

Finally, what is the fundamental flaw in the EEM (seen from inspection of the two-particle
equation at R →∞)?

Ex. 3.2 — With a self-energy, T (0)
I I = ηI , the Coulomb interaction energy for a set of N atoms

may be written as

V = 1

2

N∑
I ,K

qI T (0)
I K qK

including also the I = K term. We change to charge-transfer variables,

qI =
N∑
J

qI J and qK =
N∑
L

qK L

where we imply that qI I = 0 (i.e. there is no charge transfer to "itself") and that charge
conservation is imposed by qI J =−qJ I . Show that V can be rewritten in terms of the charge-
transfer variables qI J in a "symmetrized" way (i.e. with respect to the subscripts I and J as
well as K and L, respectively) so that

V = 1

8

N∑
I ,J ,K ,L

qI J

(
T (0)

I K +T (0)
JL −T (0)

I L −T (0)
JK

)
qK L

Ex. 3.3 — Consider the interaction energy between methane and the fluorine ion, F−. In
terms of a one-centre multipole expansion for each molecule (ion), which is the leading
term? (Hint: model methane with atomic charges and use carbon as the local origin in
methane for the calculation of its electric moments)

Ex. 3.4 — Consider a system with two atomic charges with magnitude +q placed in (0,0,±z)
and an isotropic point polarizability α placed in (0,0,0). What is the interaction energy
(electrostatics and polarization)? Is the interaction energy pair-wise additive?

Recommended literature

• A. J. Stone, The Theory of Intermolecular Forces, Oxford University Press, 1996.

Download free eBooks at bookboon.com 110Download free eBooks at bookboon.com



ATOMISTIC MODELS

111

Force fields
ATOMISTIC MODELS FORCE FIELDS

Bibliography

N. L. Allinger, K. Chen, J. A. Katzenellbogen, S. R. Wilson, and G. M. Anstead. Hyperconjugative effects
on carbon-carbon bond lengths in molecular mechanics (MM4). J. Comput. Chem., 17:747–755,
1996. doi:10.1002/(SICI)1096-987X(199604)17:5/6<747::AID-JCC10>3.0.CO;2-5.

B. M. Axilrod and E. Teller. Interaction of the van der Waals type between three atoms. J. Chem. Phys.,
11:299–300, 1943. doi:10.1063/1.1723844.

Y. S. Badyal, M.-L. Saboungi, D. L. Price, S. D. Shastri, D. R. Haeffner, and A. K. Soper. Electron
distribution in water. J. Chem. Phys., 112:9206–9208, 2000. doi:10.1063/1.481541.

A. D. Buckingham. Permanent and induced molecular moments and long-range intermolecular
forces. Adv. Chem. Phys., 12:107–142, 1967. doi:10.1002/9780470143582.ch2.

S. A. Clough, Y. Beers, G. P. Klein, and L. S. Rothman. Dipole moment of water from Stark
measurements of H2O, HDO, and D2O. J. Chem. Phys., 59:2254–2259, 1973. doi:10.1063/1.1680328.

J. L. Dunham. The Wentzel-Brillouin-Kramers method of solving the wave equation. Phys. Rev., 41:
713–720, 1932a. doi:10.1103/PhysRev.41.713.

J. L. Dunham. The energy levels of a rotating vibrator. Phys. Rev., 41:721–731, 1932b.
doi:10.1103/PhysRev.41.721.

T. H. Dunning Jr. Gaussian basis sets for use in correlated molecular calculations. I. The atoms boron
through neon and hydrogen. J. Chem. Phys., 90:1007–1023, 1989. doi:10.1063/1.456153.

T. R. Dyke and J. S. Muenter. Electric dipole moments of low j states of H2O and D2O. J. Chem. Phys.,
59:3125–3127, 1973. doi:10.1063/1.1680453.

O. Engkvist, P.-O. Åstrand, and G. Karlström. Accurate intermolecular potentials obtained from mo-
lecular wave functions: Bridging the gap between quantum chemistry and molecular simulations.
Chem. Rev., 100:4087–4108, 2000. doi:10.1021/cr9900477.

P. Geerlings, F. De Proft, and W. Langenaeker. Conceptual density functional theory. Chem. Rev., 103:
1793–1873, 2003. doi:10.1021/cr990029p.

F. L. Hirshfeld. Bonded-atom fragments for describing molecular charge densities. Theor. Chim. Acta,
44:129–138, 1977. doi:10.1007/BF00549096.

M. J. Hwang, T. P. Stockfisch, and A. T. Hagler. Derivation of class II force fields. 2. Derivation
and characteriazation of a class II force field, CFF93, for the alkyl functional group and alkane
molecules. J. Am. Chem. Soc., 116:2515–2525, 1994. doi:10.1021/ja00085a036.

J. E. Lennard-Jones. Cohesion. Proc. Phys. Soc., 43:461–483, 1931. doi:10.1088/0959-5309/43/5/301.
F. London. Zur Theorie und Systematik der Molekularkräfte. Z. Phys., 63:245–279, 1930.

doi:10.1007/BF01421741.
D. E. Mann, B. A. Thrush, D. R. Lide Jr, J. J. Ball, and N. Acquista. Spectroscopy of fluorine flames. I.

hydrogen-fluorine flame and the vibration-rotation emission spectrum of HF. J. Chem. Phys., 34:
420–431, 1961. doi:10.1063/1.1700967.

J. R. Maple, M.-J. Hwang, T. P. Stockfisch, U. Dinur, M. Waldman, C. S. Ewig, and A. T. Hagler.
Derivation of class II force fields. I. Methodology and quantum force field for the alkyl functional
group and alkane molecules. J. Comput. Chem., 15:162–182, 1994. doi:10.1002/jcc.540150207.

M. Margenau and N. R. Kestner. Theory of Intermolecular Forces. Pergamon, Oxford, 1969.
P. M. Morse. Diatomic molecules according to the wave mechanics. II. vibrational levels. Phys. Rev.,

34:57–64, 1929. doi:10.1103/PhysRev.34.57.
W. J. Mortier, K. van Genechten, and J. Gasteiger. Electronegativity equalization: Application and

parametrization. J. Am. Chem. Soc., 107:829–835, 1985. doi:10.1021/ja00290a017.
J. S. Muenter and W. Klemperer. Hyperfine structure constants of HF and DF. J. Chem. Phys., 52:

6033–6037, 1970. doi:10.1063/1.1672903.
R. S. Mulliken. Electron population analysis on LCAO-MO molecular wave functions. I. J. Chem. Phys.,

Download free eBooks at bookboon.com 111
Download free eBooks at bookboon.com



ATOMISTIC MODELS

112

Force fields
ATOMISTIC MODELS FORCE FIELDS

23:1833–1840, 1955. doi:10.1063/1.1740588.
R. G. Parr and W. Yang. Density-Functional Theory of Atoms and Molecules. Oxford Science, Oxford,

1989.
J. P. Perdew, K. Burke, and M. Ernzerhof. Generalized gradient approximation made simple. Phys. Rev.

Lett., 77:3865–3868, 1996. doi:10.1103/PhysRevLett.77.3865. Erratum in 78, 1396, 1997.
L. Silberstein. VII. Molecular refractivity and atomic interaction. Philos. Mag., 33:92–128, 1917a.

doi:10.1080/14786440108635618.
L. Silberstein. L. Molecular refractivity and atomic interaction. II. Philos. Mag., 33:521–533, 1917b.

doi:10.1080/14786440608635666.
G. Simons, R. G. Parr, and J. M. Finlan. New alternative to the Dunham potential for diatomic

molecules. J. Chem. Phys., 59:3229–3234, 1973. doi:10.1063/1.1680464.
A. J. Stone. The induction energy of an assembly of polarizable molecules. Chem. Phys. Lett., 155:

102–110, 1989. doi:10.1016/S0009-2614(89)87368-3.
A. J. Stone. The Theory of Intermolecular Forces. Clarendon Press, Oxford, 1996.
A. J. Stone, A. D. Buckingham, and P. W. Fowler. Comment on " Structure and spectroscopy of

(HCN)n clusters: Cooperative and electronic delocalization effects in C-H· · ·N hydrogen bonding "
[J. Chem. Phys. 103, 333, (1995)]. J. Chem. Phys., 107:1030–1031, 1997. doi:10.1063/1.474471.

A. J. Thakkar. A new generalized expansion for the potential energy curves of diatomic molecules. J.
Chem. Phys., 62:1693–1701, 1975. doi:10.1063/1.430693.

A. Unsöld. Quantentheorie des Wasserstroffmolekülions und der Born-Landéschen Abstoßung-
skräfte. Z. Phys., 43:563–574, 1927. doi:10.1007/BF01397633.

M. Valiev, E. J. Bylaska, N. Govind, K. Kowalski, T. P. Straatsma, H. J. J. Van Dam, D. Wang, J. Nieplocha,
E. Apra, T. L. Windus, and W. A. de Jong. NWChem: A comprehensive and scalable open-source
solution for large scale molecular simulations. Comput. Phys. Commun., 181:1477–1489, 2010.
doi:10.1016/j.cpc.2010.04.018.

A. C. T. van Duin, J. M. A. Baas, and B. van de Graaf. Delft molecular mechanics: a new approach
to hydrocarbon force fields. Inclusion of a geometry-dependent charge calculation. J. Chem. Soc.,
Faraday Trans., 90:2881–2895, 1994. doi:10.1039/FT9949002881.

A. Vedani. YETI: an interactive molecular mechanics program for small-molecule protein complexes.
J. Comput. Chem., 9:269–280, 1988. doi:10.1002/jcc.540090310.

F. J. Vesely. N-particle dynamics of polarizable Stockmayer-type molecules. J. Comput. Phys., 24:
361–371, 1977. doi:10.1016/0021-9991(77)90028-6.

Download free eBooks at bookboon.com 112
Download free eBooks at bookboon.com



ATOMISTIC MODELS

113

INDEX

ATOMISTIC MODELS INDEX

INDEX

angle bending force field term, 78
angular momentum, 69
anharmonicity, 77
antisymmetrizing operator, 19
atom-type parameters, 74
atomic number, 7
atomic orbitals, 11
atomic units, 7
atomistic model, 1
Axilrod-Teller three-body dispersion term, 96

ball-and-stick model, 1
basis set, 47

basis set limit, 51
core functions, 50
diffuse functions, 51
double-ζ, 50
polarization functions, 51
quadruple-ζ, 50
triple-ζ, 50
valence functions, 50

basis set exchange server, 53
bonded interactions, 75
Born’s interpretation, 8
Born-Oppenheimer approximation, 9
bra-c-ket notation, 9
Brillouin’s theorem, 55
buckingham unit, 36

canonical orbitals, 46
charge

molecular charge, 39
chemical hardness, 59
CISD, 54
clamped-nucleus approach, 10
class I-II-III force field, 81
commutator, 19
complete active space SCF, 58
configuration interaction methods, 54
correlation-consistent basis set, 50
Coulomb integral, 18
Coulomb interaction, 7
Coulomb operator, 44
Coulomb’s law, 30
cross terms, see force field

de Broglie wavelength, 70
debye unit, 36
density functional theory, 58
density matrix, 48
dihedral angle, 79
dipole moment, 32

molecular dipole moment, 39
Dirac bracket notation, 9
dispersion forces, 94
dot notation, 26
Dunham expansion, 76

effective force field, 97
electric field, 32
electric field gradient, 32
electric moment, 32
electron correlation, 53
electron spin, 12
electronegativity, 59
electronegativity equalization model, 85
electrostatic potential, 31
elementary charge, 7
empirical force field, 74
energy constraint, 79
energy restraint, 80
exchange integral, 18
exchange operator, 45
exchange-correlation functional, 61
exchange-repulsion energy, 95
expectation value, 9

Fermi’s golden rule, 29
fermion, 13
Fock matrix, 48
Fock operator, 45
force constant, 76
force field, 74

cross terms, 80
Lennard-Jones potential, 95

Fukui index, 59
full CI, 55

Gaussian product rule, 50
Gaussian-type orbitals, 50

Hamiltonian, 5
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molecular, 6
Harmonic oscillator

Hamiltonian, 68
harmonic oscillator, 68
Hartree-Fock approximation, 44
hermitian operator, 9
Hohenberg-Kohn theorem, 58
hydrogen bonds, 87

YETI force field, 87

identity operator, 19
improper torsion energy term, 80
interaction tensor, 33
intermediate normalization, 24

kinetic energy operator, 5
Kohn-Sham DFT, 60
Kroenecker delta function, 9

LCAO, 15
Legendrian, 71
Lennard-Jones potential, 95
Lorentz-Berthelot mixing rules, 95

mean-field approximation, 47
molecular Hamiltonian, 6
molecular modeling, 1
molecular orbital, 15
molecular orbital diagram, 16
molecular quantum mechanics, 5
moment of inertia, 69
Morse potential, 76
MP2, 56
multiconfigurational SCF, 58
multipole expansion, 31
Møller-Plesset perturbation theory, 56

non-bonded interactions, 75

one-electron atom, 11, 72
operator

hermitian, 9
kinetic energy, 5

orbital coefficient, 47
orbital energy, 46
overlap matrix, 44, 48

particle on a sphere, 71

permutation operator, 19
perturbation theory

Møller-Plesset, 56
Rayleigh-Schrödinger, 23

polarizability, 37
potential energy surface, 10

quantization, 6
quantum chemistry, 5

Rayleigh ratio, 22
Rayleigh-Ritz method, 22
Rayleigh-Schrödinger perturbation theory,

23
repulsion energy, 95
Roothaan-Hall equations, 48

Schrödinger equation, 6
time-dependent, 5

second moment, 32
secular determinant, 22
secular equation, 22
self-consistent field method, 46, 48
self-interaction, 21
semi-empirical force field, 74
separation of variables, 6
Simons-Parr-Finlan expansion, 78
Slater determinant, 14
Slater-Condon rules, 21
Slater-type orbitals, 50
stationary state, 9

T-tensor, 33
Thakkar expansion, 78

unit
buckingham, 36
debye, 36

united atom force field, 99

variation theorem, 22
virtual charges, 83
volume element, 8

water
dipole moment, 98

wavefunction
anti-symmetric, 13
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Born’s interpretation, 8
harmonic oscillator, 68
normalization, 8
orthonormal, 9
ortogonal, 9

YETI force field, 87
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